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Abstract—In this paper, the linear quadratic Nash games for infinite horizon multiparameter singularly perturbed systems (MSPS) are discussed. The uniqueness and the asymptotic structure of the solution to the generalized cross–coupled multiparameter algebraic Riccati equations (GCMARE) are newly established without the nonsingularity assumptions for the fast state matrices. The main contribution of this paper is that a construction of high–order approximations to a strategy without nonsingularity assumption that the fast state matrices are invertible. The main contribution of this paper is to propose the high–order approximate strategy via a new iterative method. This leads to effective asymptotic and numerical algorithm. It is worth pointing out that the proposed high–order accuracy strategy improves the performance compared with the existing parameter independent strategy.

Notation: The notations used in this paper are fairly standard. The superscript $T$ denotes matrix transpose. $I_n$ denotes the $n \times n$ identity matrix. $E[\cdot]$ denotes the expection operator.

I. INTRODUCTION

The control problems for the multiparameter singularly perturbed systems (MSPS) have been investigated extensively (see e.g., [1] and reference therein). In these various studies of the MSPS, the linear quadratic Nash games for MSPS have been studied [2], [3]. Recent advance in theory of numerical computation for the singularly perturbed systems (SPS) and the MSPS has allowed a revisiting of Nash games [4], [7], [8]. The numerical method is a very powerful tool, it can not only efficiently find feasible solutions, but also easily handle reduced–order calculation. However, a limitation of these approaches is that the small parameters are assumed to be known. Thus, it is not applicable to a large class of problems where the parameters represent small unknown perturbations whose values are not known exactly.

It is well–known that one of the approaches for constructing Nash equilibrium strategies of the MSPS is the composite design method [2], [3]. When the parameters represent the small unknown perturbations, the composite strategies are very useful. However, the composite Nash equilibrium solution achieves only a performance which is $O(\mu)$ (where $\mu := \sqrt{\bar{\varepsilon}_1 \bar{\varepsilon}_2}$) close to the full–order performance for small enough $\mu$. Therefore, for values of $\mu$ that are not too small, higher order approximations based on the reduced–order equations are needed to guarantee the desired performance.

In this paper, the linear quadratic Nash games for infinite horizon MSPS are studied. We first investigate the uniqueness and boundedness of the solution to the generalized cross–coupled multiparameter algebraic Riccati equations (GCMARE) and newly establish its asymptotic structure of nonzisingularity assumption that the fast state matrices are invertible. The main contribution of this paper is to propose the high–order approximate strategy via a new iterative method. This leads to effective asymptotic and numerical algorithm. It is worth pointing out that the proposed high–order accuracy strategy improves the performance compared with the existing parameter independent strategy.

II. PROBLEM FORMULATION

Consider a linear time–invariant MSPS [1]

$$\begin{align*}
\dot{x}_0 &= \sum_{i=0}^{2} A_{0i} x_i + \sum_{i=1}^{2} B_{0i} u_i, \quad x_0(0) = x_0^0, \quad (1a) \\
\varepsilon_1 \dot{x}_1 &= A_{10} x_0 + A_{11} x_1 + B_{11} u_1, \quad x_1(0) = x_1^0, \quad (1b) \\
\varepsilon_2 \dot{x}_2 &= A_{20} x_0 + A_{22} x_2 + B_{22} u_2, \quad x_2(0) = x_2^0 \quad (1c)
\end{align*}$$

with quadratic cost functions

$$\begin{align*}
J_i(u_i, u_j) &= \frac{1}{2} \int_0^{\infty} \left[ y_i^T y_i + u_i^T R_{ii} u_i + \mu u_j^T R_{ij} u_j \right] dt, \\
y_i &= C_{0i} x_0 + C_{ii} x_i = C_i x, \\
x(t) &= \begin{bmatrix} x_0(t) \\ x_1(t) \\ x_2(t) \end{bmatrix}, \quad i = 1, 2,
\end{align*}$$

where $x_i \in \mathbb{R}^{n_i}, \quad i = 0, 1, 2$ are the state vectors and $u_i \in \mathbb{R}^{m_i}, \quad i = 1, 2$ are the control inputs. All the matrices are constant matrices of appropriate dimensions. $\varepsilon_1$ and $\varepsilon_2$ are two small positive singular bounded perturbation parameters of the same order of magnitude which are constrained by the known parameter $\sigma_j$ such that

$$\begin{align*}
\varepsilon_j &- \sigma_j \bar{\mu} \leq \varepsilon_j \leq \varepsilon_j + \sigma_j \bar{\mu}, \quad j = 1, 2, \quad (3a) \\
0 < k_1 \leq \alpha \equiv \frac{\varepsilon_1}{\varepsilon_2} \leq k_2 < \infty, \quad (3b)
\end{align*}$$

where $\bar{\mu} := \sqrt{\bar{\varepsilon}_1 \bar{\varepsilon}_2}$, $\varepsilon_j$ and $\sigma_j, \quad j = 1, 2$ are known constants. $\eta$ is some constant which has an appropriate
It is worth pointing out that the matrices $A_{ii}$, $i = 1, 2$ may be singular. In fact such systems arise in some real physical applications like a flexible space structure [6]. In this case, it should be noted that the composite design [2], [3] cannot be applied.

Let us introduce the partitioned matrices

$$A := \begin{bmatrix} A_{00} & A_{01} & A_{02} \\ A_{10} & A_{11} & 0 \\ A_{20} & 0 & A_{22} \end{bmatrix},$$

$$B_1 := \begin{bmatrix} B_{01} \\ B_{11} \\ 0 \end{bmatrix},$$

$$B_2 := \begin{bmatrix} B_{02} \\ 0 \\ B_{22} \end{bmatrix},$$

$$S_1 := B_1 R_{11}^{-1} B_1^T = \begin{bmatrix} S_{001} & S_{011} \\ S_{011} & S_{111} \end{bmatrix},$$

$$S_2 := B_2 R_{22}^{-1} B_2^T = \begin{bmatrix} S_{002} & 0 \\ 0 & S_{022} \end{bmatrix},$$

$$G^\mu_1 = \mu B_1 R_{11}^{-1} R_{21} R_{11}^{-1} B_1^T = \begin{bmatrix} G^\mu_{001} & G^\mu_{011} & 0 \\ G^\mu_{011} & G^\mu_{111} & 0 \\ 0 & 0 & 0 \end{bmatrix},$$

$$G^\mu_2 = \mu B_2 R_{22}^{-1} R_{12} R_{22}^{-1} B_2^T = \begin{bmatrix} G^\mu_{002} & 0 \\ 0 & 0 \end{bmatrix},$$

$$Q_1 := C_1^T C_1 = \begin{bmatrix} Q_{001} & 0 \\ Q_{011} & Q_{111} \end{bmatrix},$$

$$Q_2 := C_2^T C_2 = \begin{bmatrix} Q_{002} & 0 \\ 0 & 0 \end{bmatrix}.$$

We now consider the linear quadratic Nash games for infinite horizon nonstandard MSPS (1) under the following basic assumptions (see e.g., [2], [5]).

**Assumption 1:** There exists a $\mu > 0$ such that the triples $(A_i, B_i, C_i)$, $i = 1, 2$ are stabilizable and detectable for all $\mu \in (0, \mu^*]$, where $\mu^* = \sqrt{\varepsilon_1/\varepsilon_2}$.\[2]

**Assumption 2:** The triples $(A_{ii}, B_{ii}, C_{ii})$, $i = 1, 2$ are stabilizable and detectable.

These conditions are quite natural since at least one control agent has to be able to control and observe unstable modes. Our purpose is to find a linear feedback controller $(u_1^*, u_2^*)$ such that

$$J_i(u_i^*, u_j^*) \leq J_i(u_i, u_j^*), \quad i, j = 1, 2, \quad i \neq j. \quad (5)$$

Nash inequality shows that $u_i^*$ regulates the state to zero with minimum output energy. The following lemma is already known [2], [3].

**Lemma 1:** Under Assumption 1, there exists an admissible controller such that the inequality (5) holds iff the following full–order GCMARE

$$A^T X + X^T A + Q_1 - X^T S_1 X = 0, \quad (6a)$$

$$A^T Y + Y^T A + Q_2 - Y^T S_2 Y = 0, \quad (6b)$$

have solutions $\Phi_e X \geq 0$ and $\Phi_e Y \geq 0$, where

$$X := \begin{bmatrix} X_{00} & \varepsilon_1 X_{10}^T & \varepsilon_2 X_{20}^T \\ X_{10} & X_{11} & \sqrt{\alpha} X_{12} \\ X_{20} & \sqrt{\alpha} X_{21} & X_{22} \end{bmatrix},$$

$$Y := \begin{bmatrix} Y_{00} & \varepsilon_1 Y_{10}^T & \varepsilon_2 Y_{20}^T \\ Y_{10} & Y_{11} & \sqrt{\alpha} Y_{12} \\ Y_{20} & \sqrt{\alpha} Y_{21} & Y_{22} \end{bmatrix},$$

$$\Phi_e := \begin{bmatrix} I_n & 0 & 0 \\ 0 & \varepsilon_1 I_n & 0 \\ 0 & 0 & \varepsilon_2 I_n \end{bmatrix}. \quad (9f)$$

Then the closed–loop linear Nash equilibrium solutions to the full–order problem are given by

$$u_1^*(t) = -R_{11}^{-1} B_1^T X x(t), \quad (7a)$$

$$u_2^*(t) = -R_{22}^{-1} B_2^T y x(t). \quad (7b)$$

It should be noted that it is impossible to solve the GCMARE (6) because the small perturbed parameter $\varepsilon_i$ are partially unknown.

**III. ASYMPTOTIC STRUCTURE**

Nash equilibrium strategies for the MSPS will be studied under the following basic assumption, so that we can apply the proposed method to the nonstandard MSPS.

**Assumption 3:** The Hamiltonian matrices $T_{iii}$, $i = 1, 2$ are nonsingular, where

$$T_{iii} := \begin{bmatrix} A_{ii} & -S_{iii} \\ -Q_{iii} & -A_{ii}^T \end{bmatrix}. \quad (8)$$

Under Assumptions 2 and 3, using the similar technique in [9], we can obtain the following zeroth–order equations of the GCMARE (6) as $\mu \to 0^+$

$$A^T T_{000} + T_{000} A + Q_{11} - T_{000} S_{11} T_{000} = 0, \quad (9a)$$

$$A^T T_{000} + T_{000} A + Q_{11} - T_{000} S_{11} T_{000} = 0, \quad (9b)$$

$$A^T T_{000} + T_{000} A + Q_{11} - T_{000} S_{11} T_{000} = 0, \quad (9c)$$

$$A^T T_{000} + T_{000} A + Q_{11} - T_{000} S_{11} T_{000} = 0, \quad (9d)$$

$$A^T T_{000} + T_{000} A + Q_{11} - T_{000} S_{11} T_{000} = 0, \quad (9e)$$

$$A^T T_{000} + T_{000} A + Q_{11} - T_{000} S_{11} T_{000} = 0, \quad (9f)$$
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where
\[
\begin{bmatrix}
A_s & 0 \\
0 & -A_s^T
\end{bmatrix} = \begin{bmatrix}
A_{00} & 0 \\
0 & -A_{00}^T
\end{bmatrix} - T_{011}T_{111}^{-1}T_{101} - T_{022}T_{222}^{-1}T_{202},
\]
\[
\begin{bmatrix}
-\dot{S}_{s1} & 0 \\
-\dot{Q}_{s1} & -\dot{A}_{s1}
\end{bmatrix} = T_{001} - T_{011}T_{111}^{-1}T_{101},
\]
\[
\begin{bmatrix}
-\dot{S}_{s2} & 0 \\
-\dot{Q}_{s2} & -\dot{A}_{s2}
\end{bmatrix} = T_{002} - T_{022}T_{222}^{-1}T_{202},
\]
\[
T_{001} = \begin{bmatrix}
A_{00} & -S_{00} \\
-Q_{00} & -A_{00}^T
\end{bmatrix},
\]
\[
T_{011} = \begin{bmatrix}
A_{10} & -S_{10} \\
-Q_{10} & -A_{10}^T
\end{bmatrix},
\]
\[
T_{022} = \begin{bmatrix}
A_{20} & -S_{20} \\
-Q_{20} & -A_{20}^T
\end{bmatrix},
\]

The following theorem shows the relation between the stable.

**Theorem 1:** Suppose that
\[
\det \begin{bmatrix}
\dot{A}_s^T \otimes I_{n_0} + I_{n_0} \otimes \dot{A}_s^T \\
-[(S_{s1}Y_{00})^T \otimes I_{n_0} + I_{n_0} \otimes (S_{s1}Y_{00})^T] \\
-[(S_{s2}X_{00})^T \otimes I_{n_0} + I_{n_0} \otimes (S_{s2}X_{00})^T] \\
\dot{A}_s^T \otimes I_{n_0} + I_{n_0} \otimes \dot{A}_s^T
\end{bmatrix}
\]
\[
\neq 0,
\]

where $\dot{A}_s := A_s - S_{s1} \dot{X}_{00} - S_{s2} \dot{Y}_{00}$ and the matrix $\dot{A}_s$ is stable.

Under Assumptions 1–3, the GCMARE (6) admits the solutions $X$ and $Y$ such that these matrices possess the power series expansion at $\mu = 0$. That is,
\[
X = \dot{X} + O(\mu),
\]
\[
Y = \dot{Y} + O(\mu),
\]
where for any positive integer $l$, \( \lim_{\mu \to 0} O(\mu^l) / \mu^l \) is $\mu$. $\mu$.

**Proof:** Since the proof can be done by using the similar technique in [9], it is omitted.

IV. ITERATIVE TECHNIQUE

The solutions of (11) can be changed as follows.
\[
X = \dot{X} + \mu E
\]
\[
= \dot{X} + \mu \begin{bmatrix}
E_{00} & \sqrt{\alpha}X_{10}^T \\
E_{10} & \sqrt{\alpha}X_{11} \\
E_{20} & \sqrt{\alpha}X_{20}
\end{bmatrix},
\]
\[
Y = \dot{Y} + \mu F
\]
\[
= \dot{Y} + \mu \begin{bmatrix}
F_{00} & \sqrt{\alpha}Y_{10}^T \\
F_{10} & \sqrt{\alpha}Y_{11} \\
F_{20} & \sqrt{\alpha}Y_{20}
\end{bmatrix},
\]
where $X_{00} = \dot{X}_{j0} + \mu E_{j0}$ and $Y_{00} = \dot{Y}_{j0} + \mu F_{j0}, j = 1, 2$. Substituting (12) into the GCMARE (6) and using
\[
\dot{A}_s^T X + X^T A + Q_1 - X^T S_1 \dot{X} = 0,
\]
\[
\dot{Y} + \dot{Y}^T A + Q_2 - \dot{Y}^T S_2 \dot{Y} = 0,
\]
we have
\[
D^T E + E^T D - L^T F - F^T L + Y^T G_2 Y
\]
\[-\mu(E^T S_1 E + E^T S_2 F + F^T S_2 E) = 0,
\]
\[
D^T F + F^T D - M^T E - E^T M + X^T G_1 X
\]
\[-\mu(F^T S_2 F + F^T S_1 E + E^T S_1 F) = 0,
\]
where
\[
E = \begin{bmatrix}
E_{00} & \sqrt{\alpha}X_{10}^T \\
E_{10} & \sqrt{\alpha}X_{11} \\
E_{20} & \sqrt{\alpha}X_{20}
\end{bmatrix},
\]
\[
F = \begin{bmatrix}
F_{00} & \sqrt{\alpha}Y_{10}^T \\
F_{10} & \sqrt{\alpha}Y_{11} \\
F_{20} & \sqrt{\alpha}Y_{20}
\end{bmatrix},
\]
\[
D = A - S_1 \dot{X} - S_2 \dot{Y}
\]
\[
L = S_2 \dot{X}
\]
\[
M = S_1 \dot{Y}
\]
\[
D_{x0} = A_{00} - S_{00} \dot{X}_{00} - S_{00} \dot{Y}_{00},
\]
\[
D_{x1} = A_{10} - S_{01} \dot{X}_{01} - S_{01} \dot{X}_{10},
\]
\[
D_{y0} = A_{00} - S_{00} \dot{Y}_{00} - S_{00} \dot{Y}_{00},
\]
\[
D_{y1} = A_{10} - S_{01} \dot{Y}_{01} - S_{01} \dot{Y}_{10},
\]
\[
D_{x2} = A_{20} - S_{20} \dot{X}_{20} - S_{20} \dot{X}_{20},
\]
\[
D_{y2} = A_{20} - S_{20} \dot{Y}_{20} - S_{20} \dot{Y}_{20},
\]
\[
L_{x0} = S_{00} \dot{X}_{00} + S_{00} \dot{X}_{00},
\]
\[
L_{y0} = S_{00} \dot{Y}_{00} + S_{00} \dot{Y}_{00},
\]
\[
L_{x2} = S_{22} \dot{X}_{22} + S_{22} \dot{X}_{22},
\]
\[
L_{y2} = S_{22} \dot{Y}_{22} + S_{22} \dot{Y}_{22},
\]
\[
D_{y2} = A_{20} - S_{20} \dot{Y}_{20} - S_{20} \dot{Y}_{20},
\]
\[
L_{x0} = S_{00} \dot{X}_{00} + S_{00} \dot{X}_{00},
\]
\[
L_{y0} = S_{00} \dot{Y}_{00} + S_{00} \dot{Y}_{00},
\]
\[
L_{x2} = S_{22} \dot{X}_{22} + S_{22} \dot{X}_{22},
\]
\[
L_{y2} = S_{22} \dot{Y}_{22} + S_{22} \dot{Y}_{22},
\]
$M_{y00} = S_{001}Y_{00} + S_{011}Y_{10}$.
$M_{y10} = S_{011}Y_{00} + S_{111}Y_{10}$.
$G_1 = B_1R_1^{-1}R_{21}R_{11}^{-1}B_1^T, G_2 = B_2R_2^{-1}R_{22}R_{21}^{-1}B_2^T$.

When the parameters $\epsilon_j$ are known, the GCARE (14) can be solved by using the existing results [7], [8]. However, the exact values are unknown for the considered problem in this paper. Hence, we propose the new following iterative algorithm (15) which does not depend on information of these parameters.

$$
\begin{align*}
\frac{D}{t}E^{(n+1)} + E^{(n+1)}T & D - L^TF^{(n+1)} - F^{(n+1)}T L \\
& + Y^{(n)}T G_2 Y^{(n)} - \bar{\mu}(E^{(n)}T S_1 E^{(n)}) \\
& + E^{(n)}T S_2 F^{(n)} + F^{(n)}T S_2 E^{(n)} = 0, \quad (15a) \\
\frac{D}{t}F^{(n+1)} + F^{(n+1)}T D - MT F^{(n+1)} - E^{(n+1)}T M \\
& + X^{(n)}T G_1 X^{(n)} - \bar{\mu}(F^{(n)}T S_2 E^{(n)}) \\
& + F^{(n)}T S_1 E^{(n)} + E^{(n)}T S_1 F^{(n)} = 0, \quad (15b)
\end{align*}
$$

where the integer of $n$ means the necessary iteration number to attain the desired performance level. $\bar{\alpha} := \frac{\bar{\epsilon}_1}{\bar{\varepsilon}_2}, \bar{\mu} := \sqrt{\bar{\varepsilon}_1 \bar{\varepsilon}_2}$.

$$
E^{(n)} = \begin{bmatrix}
E_{00}^{(n)} & \sqrt{\bar{\alpha}}X_{10}^{(n)} & \sqrt{\bar{\alpha}^{-1}}X_{20}^{(n)} \\
E_{10}^{(n)} & E_{11}^{(n)} & \sqrt{\bar{\alpha}}E_{21}^{(n)} \\
E_{20}^{(n)} & \sqrt{\bar{\alpha}E_{22}^{(n)}} & E_{22}^{(n)}
\end{bmatrix},
$$

$$
F^{(n)} = \begin{bmatrix}
F_{00}^{(n)} & \sqrt{\bar{\alpha}Y_{10}^{(n)}} & \sqrt{\bar{\alpha}^{-1}Y_{20}^{(n)}} \\
F_{10}^{(n)} & F_{11}^{(n)} & \sqrt{\bar{\alpha}}F_{21}^{(n)} \\
F_{20}^{(n)} & \sqrt{\bar{\alpha}F_{22}^{(n)}} & F_{22}^{(n)}
\end{bmatrix},
$$

$$
X_{j0}^{(n)} = \bar{X}_{j0} + \bar{\mu}E_{j0}^{(n)}, \quad Y_{j0}^{(n)} = \bar{Y}_{j0} + \bar{\mu}F_{j0}^{(n)}, \quad j = 1, 2,
$$

with

$$
E^{(0)} = \begin{bmatrix}
E_{00}^{(0)} & \sqrt{\bar{\alpha}X_{10}^{(0)}} & \sqrt{\bar{\alpha}^{-1}X_{20}^{(0)}} \\
E_{10}^{(0)} & E_{11}^{(0)} & \sqrt{\bar{\alpha}E_{21}^{(0)}} \\
E_{20}^{(0)} & \sqrt{\bar{\alpha}E_{22}^{(0)}} & E_{22}^{(0)}
\end{bmatrix},
$$

$$
F^{(0)} = \begin{bmatrix}
F_{00}^{(0)} & \sqrt{\bar{\alpha}Y_{10}^{(0)}} & \sqrt{\bar{\alpha}^{-1}Y_{20}^{(0)}} \\
F_{10}^{(0)} & F_{11}^{(0)} & \sqrt{\bar{\alpha}F_{21}^{(0)}} \\
F_{20}^{(0)} & \sqrt{\bar{\alpha}F_{22}^{(0)}} & F_{22}^{(0)}
\end{bmatrix},
$$

$$
\frac{D}{t}E^{(0)} + E^{(0)}T D - L^TF^{(0)} - F^{(0)}T L \\
+ \bar{V}^T G_2 \bar{Y} = 0,
$$

$$
\frac{D}{t}F^{(0)} + F^{(0)}T D - MT E^{(0)} - E^{(0)}T M \\
+ \bar{X}^T G_1 \bar{X} = 0.
$$

Using the iterative algorithm (15), we now give the high–

$\bar{\alpha}$-order Nash Strategy (16).

$$
\begin{align*}
u^{(n)}_{1app}(t) &= -R_1^{-1}B_1^T(\bar{X} + \bar{\mu}E^{(n-1)})x(t) \\
&= -R_1^{-1}B_1^TX^{(n)}x(t), \quad n = 1, \ldots, \quad (16a)
\end{align*}
$$

$$
\begin{align*}
u^{(n)}_{2app}(t) &= -R_2^{-1}B_2^T(\bar{Y} + \bar{\mu}F^{(n-1)})x(t) \\
&= -R_2^{-1}B_2^TY^{(n)}x(t), \quad n = 1, \ldots \quad (16b)
\end{align*}
$$

**Theorem 2:** Assume that

$$
\bar{\varepsilon}_j - \sigma_j\bar{\mu}^{n+1} \leq \bar{\varepsilon}_j + \sigma_j\bar{\mu}^{n+1}, \quad j = 1, 2, \quad (17)
$$

Under Assumptions 1–3, the use of the high–order approxi-

mate strategy (16) results in $J_i(u^{(n)}_{app}, u^{(n)}_{japp})$ satisfying

$$
J_i(u^{(n)}_{app}, u^{(n)}_{japp}) = J_i(u^*_i, u^*_j) + O(\bar{\mu}^{n+1}), \quad (18)
$$

where $J_i(u^*_i, u^*_j), \quad i = 1, 2, \quad n = 1, \ldots$ are the optimal equilibrium values of the cost functions (2).

**Proof:** We prove only the case $i = 1$. The proof of the case $i = 2$ is similar. When $u^{(n)}_{app}$ is used, the value of the performance index is

$$
J_1(u^{(n)}_{app}, u^{(n)}_{app}) = \frac{1}{2}x(0)^T W_{1e} x(0), \quad (19)
$$

where $W_{1e}$ is the positive semidefinite solution of the following multiparameter algebraic Lyapunov equation (MALE)

$$
(A_e - S_{1e}X_e^{(n)} - S_{2e}Y_e^{(n)})^T W_{1e}^{(n)} \\
+ W_{1e}^{(n)}(A_e - S_{1e}X_e^{(n)} - S_{2e}Y_e^{(n)}),
$$

$$
+ Q_2 + X_e^{(n)}S_{1e}X_e^{(n)} + Y_e^{(n)}G_{2e}^nY_e^{(n)} = 0, \quad (20)
$$

with

$$
A_e = \Phi_{e}^{-1}A, \quad S_{1e} = \Phi_{e}^{-1}S_{1e}\Phi_{e}^{-1}, \quad G_{ie}^n = \Phi_{e}^{-1}G_{ie}^n\Phi_{e}^{-1}.
$$

Subtracting (6a) from (20) we find that $V_{i1e} = W_{i1e} - X_e$ satisfies the following MALE

$$
(A_e - S_{1e}X_e^{(n)} - S_{2e}Y_e^{(n)})^T V_{i1e}^{(n)} \\
+ V_{i1e}^{(n)}(A_e - S_{1e}X_e^{(n)} - S_{2e}Y_e^{(n)}),
$$

$$
+ Q_1 + X_e^{(n)}S_{1e}X_e^{(n)} + Y_e^{(n)}G_{2e}^nY_e^{(n)} = 0. \quad (21)
$$

Using the relations $X_e^{(n)} - X_e = O(\bar{\mu}^{n+1}), \quad Y_e^{(n)} - Y_e = O(\bar{\mu}^{n+1})$ and $\bar{\mu} - \mu = O(\bar{\mu}^{n+1})$, we can change the form of (21) into (22)

$$
(A_e - S_{1e}X_e^{(n)} - S_{2e}Y_e^{(n)})^T V_{i1e}^{(n)} \\
+ V_{i1e}^{(n)}(A_e - S_{1e}X_e^{(n)} - S_{2e}Y_e^{(n)}), \quad (22)
$$

It is easy to verify that $V_{i1e}^{(n)} = O(\bar{\mu}^{n+1})$ because $A_e - S_{1e}X_e^{(n)} - S_{2e}Y_e^{(n)} = \Phi_{e}^{-1}[D + O(\bar{\mu})]$ is stable by using the standard Lyapunov theorem [10] for sufficiently small $\bar{\mu}$. Consequently, the equality (18) holds.

Consequently, although $\varepsilon_j$ is unknown, we can design the high–order $O(\bar{\mu}^{n+1})$ approximate strategy which achieves the $O(\bar{\mu}^{n+1})$ approximation for the equilibrium value of the cost functional.

Using the similar technique of the proof of Theorem 2, the following conditions are satisfied.
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Theorem 3: Under Assumptions 1–3, the following result holds.

\[ J_i(u_i, u_{\text{app}}) = J_i(u_i, u_i^*) + O(\mu^{n+1}). \]  

Finally, by using the similar manner which has been established in [2], the main result is easily derived.

Theorem 4: Under Assumptions 1–3, the use of the high-order strategies (16) results in

\[ J_i(u_{\text{app}}, u_{\text{app}}) \leq J_i(u_i, u_{\text{app}}) + O(\mu^{n+1}). \]  

Proof: Let us rewrite an inequality (24) as

\[ J_i(u_{\text{app}}, u_{\text{app}}) - J_i(u_i, u_{\text{app}}) = J_i(u_{\text{app}}, u_{\text{app}}) - J_i(u_i, u_i^*) + J_i(u_i^*, u_i) - J_i(u_i^*, u_i^*) + J_i(u_i, u_{\text{app}}) - J_i(u_i, u_{\text{app}}). \]  

Using (18), (5) and (23), the proof of (24) completes. The other case is similar.

We will present an important implication. If the parameters \( \bar{e}_j \) are unknown and \( R_{ij} = 0, i \neq j \), then the following corollary is easily seen in view of Theorem 4.

Corollary 1: Under Assumptions 1–3, the use of the parameter-independent strategies

\[ u_{\text{app}}(t) = -R_i^{-1}B_i^TX(t), \]

\[ u_{\text{app}}(t) = -R_{ij}^{-1}B_j^TY(t), \]

results in

\[ J_i(u_{\text{app}}, u_{\text{app}}) \leq J_i(u_i, u_{\text{app}}) + O(\mu). \]  

Proof: Since the result of Corollary 1 can be proved by using the similar technique in Theorem 4 under the fact that \( X - \bar{X} = O(\mu) \) and \( Y - \bar{Y} = O(\mu) \), the proof is omitted.

It is worth pointing out that the result of (27) is derived without the nonsingularity assumption of \( A_{ii} \) compared with the existing one [2].

V. NUMERICAL EXAMPLE

In order to demonstrate the efficiency of our proposed approximate strategy, we have run a numerical example. The system matrix is given as Appendix A in [1].

\[ A_{20} = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & -0.4 & 0 \end{bmatrix}, \]

\[ A_{11} = A_{22} = \begin{bmatrix} -0.05 & 0.05 \\ 0 & -0.1 \end{bmatrix}, \]

\[ B_{01} = B_{02} = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 \end{bmatrix}^T, \]

\[ B_{11} = B_{22} = \begin{bmatrix} 0 \\ 0.1 \end{bmatrix}, \]

\[ R_{11} = R_{22} = 20, \]

\[ R_{12} = R_{21} = 0, \]

\[ Q_1 = \text{diag} \begin{bmatrix} 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 \end{bmatrix}, \]

\[ Q_2 = \text{diag} \begin{bmatrix} 1 & 1 & 1 & 1 & 0 & 0 & 1 & 1 \end{bmatrix}. \]

It is assumed that the parameters \( \varepsilon_j \) satisfy the following constraint.

\[ \varepsilon_j - \sigma_j \mu^2 \leq \bar{e}_j \leq \varepsilon_j + \sigma_j \mu^2, \quad j = 1, 2. \]  

Therefore, the desired approximation on the basis of the iterative algorithm for the construction of high-order strategy is up to one, that is, \( n = 1 \). Using the results of this paper the solutions \( \bar{X} \) and \( \bar{Y} \) of (11) are given in Table 1. We evaluate the costs using the approximate Nash strategies \( u_{\text{app}}^{(0)} \) which is given by (26) and the proposed high-order Nash strategies \( u_{\text{app}}^{(1)} \). We assume that the initial conditions are zero mean independent random vector with covariance matrix.

\[ E[x(0|x(0)^T] \]

\[ = 10^{-4}\text{diag}(1, 1, 0.01, 0.01, 1, 1, 1, 1). \]  

Moreover, let us define the error equations between the optimal cost and the approximate cost.

\[ \delta_j^{(n)} := \frac{|E[J_i(u_{\text{app}}^{(n)}, u_{\text{app}}^{(n)})] - E[J_i(u_i^*, u_i^*)]|}{\mu^{n+1}}, \]

\[ j = 1, 2, \quad n = 0, 1. \]  

The average value of the cost functionals \( J_i(u_i^*, u_i^*) \), \( J_i(u_{\text{app}}, u_{\text{app}}) \) and the errors \( \delta_j^{(n)} \) are given in Table 2 and Table 3. These show that \( u_{\text{app}}^{(1)}(t) \) has improved the cost functional \( J_i(u_{\text{app}}, u_{\text{app}}) \). Finally, even if the small perturbation parameters are unknown, the proposed high-order approximate strategies guarantee the desired performance level as long as the inequality (31) holds.

VI. CONCLUSION

The linear quadratic Nash games for infinite horizon non-standard MSPEs have been studied. Firstly, the uniqueness, the boundedness and the asymptotic structure of the solution for the GCMARE have been newly proved. Secondly, the high-order approximate strategy which is based on the new iterative algorithm has been proposed without the exact information of the singular perturbation parameters. As a result, for values of \( \mu \) that are not too small, the proposed higher order approximations strategies attain the desired performance. Moreover, since the nonsingularity assumptions for the fast state matrices are not needed, our
proposed method is applicable to wider class of the practical MSPS.
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