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Abstract

The guaranteed cost control problem for multimodeling systems with norm bounded uncertainty is investigated. The main contribution
in this paper is that a newε-independent controller is derived by solving the reduced-order slow and fast algebraic Riccati equations
(AREs) whose dimension is smaller than the dimension of full-order multiparameter algebraic Riccati equation (MARE). It is shown that
if these AREs have a positive definite stabilizing solution then the closed-loop system is quadratically stable and has the cost bound.
� 2005 Elsevier Ltd. All rights reserved.
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1. Introduction

When several small singular perturbation parameters of
the same order of magnitude are present in the dynamic
model of a physical system, the control problem is usu-
ally approached as single parameter perturbation problems.
Although this is done by scaling the coefficients, these
parameters are often not known exactly. Thus, it is not ap-
plicable to a wider class of problems for such case (Khalil
and Kokotović, 1979). One solution to this problem is the
so-called multimodeling systems approach. The control
problem of the multimodeling systems has been widely
studied during the past few decades (see e.g.,Khalil &
Kokotović, 1978, 1979; Khalil, 1979; Coumarbatch and
Gajić, 2000; Gajić and Khalil, 1986; Gaji´c, 1988; Mukaidani
et al., 2002b; Mukaidani et al., 2002a). A popular ap-
proach to deal with the multiparameter singularly perturbed
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systems (MSPS) and the singularly perturbed systems (SPS)
are the two-time-scale design method (see e.g.,Khalil &
Kokotović, 1978, 1979; Khalil, 1979; Wang et al., 1994).
When εj is very small or unknown, the previously used
technique is very efficient. However, as long as the stabiliz-
ing problems of the uncertain SPS and MSPS are consid-
ered, the assumption that the fast state uncertain matrices
Ajj+�Ajj (t) are Hurwitz is needed (see e.g.,Corless et al.,
1993). Particularly, in order to decompose the SPS, further
assumptions for the uncertainties�Ajj (t) have been needed
(Corless et al., 1993).

In order to construct the controller, the solution of the mul-
tiparameter algebraic Riccati equation (MARE) is needed.
Although various reliable approaches for solving the MARE
have been established (see e.g.,Coumarbatch and Gaji´c,
2000; Mukaidani et al., 2002a, b), a limitation of these ap-
proaches is that the small parameters are assumed to be
known. In practice, the small perturbation parametersεj are
often not known. Thus, it is not applicable to a large class
of problems where the parameters represent small unknown
perturbations whose values are not known exactly.

It is well-known that the guaranteed cost control approach
(Petersen and McFarlane, 1994) which satisfies not only the
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robust stability, but also an adequate level of performance is
very useful. This approach has the advantage of providing
an upper bound on a given performance index. Although
there exist various studies of the guaranteed cost-control
problem of the SPS (see e.g.,Mukaidani and Mizukami,
2000; Mukaidani and Xu, 2001and reference therein), these
approaches need information of the small parametersεj .
It should be noted that the stabilization problem and the
guaranteed cost control problem of the MSPS with uncertain
parameters in cases, where the small parameters are not
known exactly have not been investigated so far.

In this paper, the guaranteed cost control problem of the
MSPS is newly investigated. Firstly, the bounded solution
of the MARE with an indefinite sign quadratic term and
its asymptotic structure are established. Secondly, using the
asymptotic structure, a new guaranteed cost controller which
does not depend on the values of the small parametersεj
is obtained. Therefore, even though the small perturbation
parametersεj are unknown, the proposed controller can be
constructed. As another significant feature, the new method
of calculation for the guaranteed cost is proposed to obtain
the ε-independent controller. In particular, since the pro-
posed method is based on the reduced-order Algebraic Ric-
cati equations (AREs) with the smaller state dimension, the
amount of computation required to get theε-independent
controller becomes small in contrast with the case of solving
the full-order MARE.

Notation. The superscript T denotes matrix transpose.
detL denotes the determinant of the square matrixL. Ip
denotes thep × p identity matrix.block diag denotes the
block diagonal matrix. vecM denotes the column vector of
the matrixM (Magnus and Neudecker, 1999). ⊗ denotes
Kronecker product.Upq denotes a permutation matrix in
Kronecker matrix sense (Magnus and Neudecker, 1999)
such thatUpq vecM = vecMT, M ∈ Rp×q . E[·] denotes
the expectation.

2. Problem statement

Consider the uncertain MSPS

ẋ(t)= [Ae +DeF(t)Ea]x(t)+ [Be +DeF(t)Eb]u(t), (1)

whereεj , j = 1, . . . , N are the small positive parameters,

x(t) := [xT
0 (t) xT

1 (t) · · · xT
N(t)]T ∈ Rn,

n :=
N∑
i=0

ni ,

wherexj (t) ∈ Rnj , j = 0, . . . , N are the state vectors.

u(t) := [uT
1(t) · · · uT

N(t)]T ∈ Rm, m :=
N∑
i=1

mi ,

whereuj (t) ∈ Rmj , j = 1, . . . , N are the control input.
Moreover,Fjj (t) ∈ Rkj×sj are Lebesgue measurable ma-
trix of uncertain parameters satisfyingF T

jj (t)Fjj (t)�Isj .
All the matrices are the constant matrices of appropriate di-
mensions. The partitioned matrices are:

�e := block diag (ε1In1 · · · εNInN ),

Ae :=
[
A00 A0f

�−1
e Af 0 �−1

e Af

]
,

A0f := [A01 · · · A0N ],
Af 0 := [AT

10 · · · AT
N0]T,

Af := block diag (A11 · · · ANN),

Be :=
[
B0

�−1
e Bf

]
, B0 := [B01 · · · B0N ],

Bf := block diag (B11 · · · BNN),

De :=
[
D0

�−1
e Df

]
, D0 := [D01 · · · D0N ],

Df := block diag (D11 · · · DNN),

F(t) := block diag (F11(t) · · · FNN(t)),

Ea := [Ea0 Eaf ], Ea0 := [ET
a10 · · · ET

aN0]T,

Eaf := block diag (Ea11 · · · EaNN),

Eb := block diag (Eb11 · · · EbNN).

We assume that the ratios of the small positive parameter
εj are bounded by some positive constantskij and k̄ij (see
e.g.,Khalil & Kokotovi ć, 1978, 1979; Khalil, 1979),

0<kij��ij� k̄ij <∞, (2)

where

�ij := εj

εi
. (3)

Associated with system (1) is the cost function

J =
∫ ∞

0
[xT(t)Qx(t)+ uT(t)Ru(t)] dt , (4)

whereQ andRare the positive definite symmetric matrices.

Definition 1. A control lawu(t) = Kx(t) is said to define
a quadratic guaranteed cost control with the associated cost
matrixXe >0 for the MSPS (1) and the cost function (4) if

d

dt
xT(t)Xex(t)+ xT(t)[Q+KTRK]x(t)�0 (5)

for all nonzerox(t) and all uncertain matrixF(t).

The following result is already known inMoheimani and
Petersen (1996).
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Lemma 2. Consider the closed-loop uncertain MSPS(1)
with robust control lawu(t) = Kx(t). Suppose there ex-
ist a symmetric positive-definite matrixPe >0 and a posi-
tive scalar parameter� such that for all uncertain matrices
Fjj (t), the following MARE satisfies

PeĀe + ĀT
e Pe + �PeDeDT

e Pe + �−1ĒTĒ + Q̄= 0, (6)

where

Āe := Ae + BeK, Ē := Ea + EbK,

Q̄ := Q+KTRK,

Q :=
[
Q00 Q0f
QT

0f Qf

]
>0, Q0f := [Q01 · · · Q0N ],

Qf := block diag (Q11 · · · QNN),

R := block diag (R11 · · · RNN)>0,

Pe :=
[
P00 P T

f 0�e
�ePf 0 �ePf

]
, P00 = P T

00>0,

�ePf = P T
f �e, Pf 0 := [P T

10 · · · P T
N0]T,

Pf :=



P11 �12P

T
21 �13P

T
31 · · · �1NP

T
N1

P21 P22 �23P
T
32 · · · �2NP

T
N2

...
...

...
. . .

...

PN1 PN2 PN3 · · · PNN


 .

Then the control lawu(t)=Kx(t) is said to be the quadratic
guaranteed cost control with the cost matrixPe.

The following result is well-known (Petersen and McFar-
lane, 1994).

Lemma 3. Assume that there exists a matrix X such that
Xe=XT

e := �eX>0 is a symmetric positive definite matrix.
Assume also that there exists the positive scalar parameter
� such that for all uncertain matricesFjj (t), the follow-
ing generalized multiparameter algebraic Riccati equation
(GMARE) satisfies

XT(A− BR−1ET
b Ea)+ (A− BR−1ET

b Ea)
TX

+ �XT(DDT − BR−1BT)X

+ �−1ET
a (Is̄ − EbR−1ET

b )Ea +Q= 0, (7)

whereA := �−1
e Ae, B := �−1

e Be, D := �−1
e De,

s̄ :=
N∑
i=1

si, R := �R + ET
b Eb, �e :=

[
In0 0
0 �e

]
,

X :=
[
X00 XT

f 0�e
Xf 0 Xf

]
, X00 =XT

00>0,

�eXf =XT
f�e, Xf 0 := [XT

10 · · · XT
N0]T,

Xf

:=



X11 �12X

T
21 �13X

T
31 · · · �1NX

T
N1

X21 X22 �23X
T
32 · · · �2NX

T
N2

...
...

...
. . .

...

XN1 XN2 XN3 · · · XNN


 .

Then the closed-loop uncertain MSPS(1)with a linear state
feedback control law(8) is the guaranteed cost control

u(t)=Kexax(t)= −R−1[�BTX + ET
b Ea]x(t). (8)

Moreover, the corresponding value of the cost function(4)
satisfies the following inequality(9):

J�xT(0)�eXx(0). (9)

The objective of this paper is to design anε-independent
guaranteed cost control lawu(t)=Kappx(t) for the uncertain
MSPS (1).

3. Asymptotic structure for the GMARE

In this section, the existence condition and the asymptotic
structure of the GMARE (7) are studied. The partitioned
matrices are:

� := A− BR−1ET
b Ea =

[
�00 �0f
�f 0 �f

]
,

�00 := A00 − B0R
−1ET

b Ea0,

�0f := A0f − B0R
−1ET

b Eaf = [�01 · · · �0N ],
�f 0 := Af 0 − BfR−1ET

b Ea0 = [�T
10 · · · �T

N0]T,

�f := Af − BfR−1ET
b Eaf

= block diag (�11 · · · �NN),

S := �(DDT − BR−1BT)=
[
S00 S0f
ST

0f Sf

]
,

S00 := �(D0D
T
0 − B0R

−1BT
0 ),

S0f := �(D0D
T
f − B0R

−1BT
f )= [S01 · · · S0N ],

Sf := �(DfDT
f − BfR−1BT

f )

= block diag (S11 · · · SNN),

W := �−1ET
a (Is̄ − EbR−1ET

b )Ea +Q=
[
W00 W0f
WT

0f Wf

]
,

W00 := �−1ET
a0(Is̄ − EbR−1ET

b )Ea0 +Q00,

W0f := �−1ET
a0(Is̄ − EbR−1ET

b )Eaf +Q0f

= [W01 · · · W0N ],
Wf := �−1ET

af (Is̄ − EbR−1ET
b )Eaf +Qf

= block diag (W11 · · · WNN).

In order to guarantee the existence of the solution of the
GMARE (7), without loss of generality, it is assumed that
the limit of �ij exists asεi and εj tend to zero (see e.g.,
Khalil & Kokotovi ć, 1978, 1979; Khalil, 1979). That is, the
small singular perturbation parameters have the same order
of magnitude and

�̄ij = lim
εj→+0
εi→+0

�ij . (10)
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It should be noted that the limit in Eq. (10) may not exist at
all without the above assumption.

Let X̄00, X̄f 0 and X̄f be the limiting solutions of the
above GMARE (7) asεj → +0, j = 1, . . . , N . Then we
get the following parameter independent AREs:

X̄∗
00A + ATX̄∗

00 + X̄∗
00SX̄

∗
00 + W = 0, (11a)

X̄∗
j0 = [X̄∗

jj − Inj ]T −1
jj Tj0

[
In0

X̄∗
00

]
, (11b)

X̄∗
jj�jj + �T

jj X̄
∗
jj + X̄∗

jj Sjj X̄
∗
jj +Wjj = 0, (11c)

where

[
A S

−W −AT

]
:= T00 −

N∑
j=1

T0j T
−1
jj Tj0,

T00 :=
[

�00 S00
−W00 −�T

00

]
, T0j :=

[
�0j S0j

−W0j −�T
j0

]
,

Tj0 :=
[

�j0 ST
0j

−WT
0j −�T

0j

]
, Tjj :=

[
�jj Sjj

−Wjj −�T
jj

]
.

(12)

Now, let us define the admissible design parameters (Pan
and Basar, 1993).

�f := min{�f1, . . . , �fN }, where�fj := sup{� | � ∈ �fj }
and �fj := {0< � | The AREs X̄jj�jj + �T

jj X̄jj +
X̄jj Sjj X̄jj + Wjj = 0 have a positive definite stabilizing
solution, respectively.}, j = 1, . . . , N .

Using the similar technique used byMukaidani et al.
(2003), it is easy to verify that if we select a parameter
0<�<�f := min{�f1

, . . . ,�fN }, then the solution̄Xf has
the following form

X̄∗
f := block diag (X̄∗

11 · · · X̄∗
NN). (13)

Moreover, the following set is defined (Pan and Basar, 1993).
�s := sup{� | � ∈ �s}, where�s := {0< �| The ARE

(11a) has a positive definite stabilizing solution}.
As a result, for every 0< �< �̄ = min{�s , �f }, the AREs

(11a) and (11c) have the positive definite stabilizing solu-
tions. Hence, the limiting behavior ofXe as the parameter

‖ε‖ :=
√
ε2

1 + · · · + ε2
N → +0 is described by the follow-

ing lemma.

Lemma 4. Assume that there exists a positive scalar�̄ :=
min{�s , �f } such that for all0< �< �̄, the AREs(11a)and
(11c) have the positive definite stabilizing solutions. Then
there exists a small�∗ such that for all‖ε‖ ∈ (0, �∗), for
any�(< �̄) the GMARE(7) admits the solution X which can
be written as

X =
[
X̄∗

00 +O(‖ε‖) [X̄∗
f 0 +O(‖ε‖)]T�e

X̄∗
f 0 +O(‖ε‖) X̄∗

f +O(‖ε‖)
]

,

Xe = �eX>0, X̄∗
f 0 = [X̄∗T

10 · · · X̄∗T
N0]T. (14)

Using the Newton–Kantorovich theorem (Ortega, 1990)
instead of the implicit function theorem, it is also possi-
ble to show the asymptotic structure of the solution for the
GMARE (7) which is given by (14). It should be noted that
the solutionP̄ ∗

jj of the ARE (11c) exists for all 0< �< �fj
by using the result ofPetersen and McFarlane (1994). On
the other hand, it is shown that the ARE (11a) admits a so-
lution for all 0< �< �s by exploiting the following lemma
and the similar technique used inPetersen and McFarlane
(1994). Since this lemma can be proved by combining the
techniques that have been established inRan and Vreugden-
hil (1988)andTakaba et al. (1995), it is omitted.

Lemma 5. Let Ã ∈ Rn×n, S̃ = S̃T>0 ∈ Rn×n and Q̃ =
Q̃T ∈ Rn×n, n := n0 + n̂, n̂ := ∑N

i=1 ni be given as the
matrices. Furthermore, assume that

P̃ =
[
P̃00 0
P̃f 0 P̃f

]
,

P̃00= P̃ T
00>0 ∈ Rn0×n0, P̃f = P̃ T

f >0 ∈ Rn̂×n̂ is a solution
satisfying the GMAREP̃ TÃ + ÃTP̃ + P̃ TS̃P̃ + Q̃ = 0. If
Q̂�Q̃, then there exists a solution̂P such that�0P̃ ��0P̂

and P̂ TÃ+ ÃTP̂ + P̂ TS̃P̂ + Q̂= 0, where

P̂ =
[
P̂00 0
P̂f 0 P̂f

]
, P̂00 = P̂ T

00>0 ∈ Rn0×n0,

P̂f = P̂ T
f >0 ∈ Rn̂×n̂, �0 :=

[
In0 0
0 0

]
.

Similarly, assume that̃P is a solution satisfying the GMARE
P̃ TÃ + ÃTP̃ + P̃ TS̃P̃ + Q̃ = 0. If 0< Ŝ� S̃, then there
exists a solutionP̂ such that�0P̃ ��0P̂ andP̂ TÃ+ÃTP̂+
P̂ TŜP̂ + Q̃= 0.

4. An approximate guaranteed cost controller

We now give the new design approach for the construction
of the guaranteed cost controller. The newε-independent
guaranteed cost controller can be obtained by solving
reduced-order slow and fast AREs (11). Theε-independent
guaranteed cost controller is obtained by neglecting the term
of O(‖ε‖) of the guaranteed cost controller (8). If‖ε‖ is
very small, it is obvious that the guaranteed cost controller
(8) can be approximated as

uexa(t)

=Kexax(t)= −R−1[�BTX + ET
b Ea]x(t)

≈ uapp(t)=Kappx(t)

= −R−1
(
�[BT

0 BT
f ]

[
X̄∗

00 0
X̄∗
f 0 X̄∗

f

]
+ ET

b Ea

)
x(t).

(15)

The main result of this paper is as follows.
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Theorem 6. If we select a parameter0< �< �̄ =
min{�s , �f }, then there exists a small0< �̄ such that
for all ‖ε‖ ∈ (0, �̄), the uncertain closed-loop MSPS is
quadratically stable and cost(4) has the upper bound via
the ε-independent controller(15).That is, the approximate
controller (15) is the guaranteed cost controller.

Proof. Using the result of Lemma 2, it is enough to show
that the GMARE (16) has the positive definite symmetric
solution�eP asA+BKapp → Ā, Ea +EbKapp → Ē and
Q+KT

appRKapp → Q̄.

P T(A+ BKapp)+ (A+ BKapp)
TP + 	P TDDTP

+ 	−1(Ea + EbKapp)
T(Ea + EbKapp)

+KT
appRKapp+Q= 0. (16)

The proof of the existence ofP is obtained by the implicit
function theorem (Gajić, 1988). To do so, it is enough to
show that the corresponding Jacobian is nonsingular at‖ε‖=
0. It can be shown, after some algebra, that the Jacobian
matrix of the GMARE (16) in the limit as‖ε‖ → 0 is
given by

J = ∇F|‖ε‖=0, P00=X̄∗
00, Pf 0=X̄∗

f 0, Pf=X̄∗
f

=
[J00 J01 0
J10 J11 J12
0 0 J22

]
, (17)

where

J00 = In0 ⊗ 
T
00 + 
T

00 ⊗ In0,

J01 = (In0 ⊗ 
T
f 0)Un0n̂ + 
T

f 0 ⊗ In0,

J10 = 
T
0f ⊗ In0 = (
T

0f ⊗ In0)Un0n0,

J11 = 
T
f ⊗ In0, J22 = In̂ ⊗ 
T

f + 
T
f ⊗ In̂,


00 = �00 + S00X̄
∗
00 + S0f X̄

∗
f 0,


0f = �0f + S0f X̄
∗
f , 
f 0 = �f 0 + ST

0f X̄
∗
00 + Sf X̄∗

f 0,


f = �f + Sf X̄∗
f ,


f = block diag (H11 · · · HNN),

Hjj := �jj + Sjj X̄∗
jj , n̂ :=

N∑
i=1

ni .

Jacobian (17) can be expressed as

detJ = detJ22 · detJ11 · det[In0 ⊗ 
T
0 + 
T

0 ⊗ In0], (18)

where 
0 := 
00 − 
0f

−1
f 
f 0. Obviously, Jjj ,

j = 1,2 are nonsingular because the matrix
f = �f +
Sf X̄

∗
f = block diag (H11 · · · HNN) is stable. After

some straightforward but tedious algebra, we see that
A+SX̄∗

00=
00−
0f

−1
f 
f 0=
0. Therefore, the ma-

trix 
0 is also stable because the assumption that the ARE

(11a) has the positive definite stabilizing solution is satisfied.
Thus, detJ �= 0, i.e., J is nonsingular at‖ε‖ = 0. The
asymptotic structure ofPe is obtained directly by using the
implicit function theorem. Hence, it is easy to establish that

P =
[
X̄∗

00 +O(‖ε‖) [X̄∗
f 0 +O(‖ε‖)]T�e

X̄∗
f 0 +O(‖ε‖) X̄∗

f +O(‖ε‖)
]

⇒ ‖P −X‖ =O(‖ε‖) ⇔ ‖Pe −Xe‖ =O(‖ε‖), (19)

under 	 = � because the zeroth-order solutions of the
GMARE (16) are equal to the zeroth-order solutions of
the GMARE (7). The remainder of the proof is to show
thatPe := �eP is the positive definite stabilizing solution.
Applying the Schur complement to the matrixPe, we get

Pe := �eP >0 ⇔ X̄∗
00 +O(‖ε‖)>0,

X̄∗
00 − X̄∗T

f 0�e[X̄∗
f +O(‖ε‖)]−1X̄∗

f 0 +O(‖ε‖)>0. (20)

Taking into consideration the fact that the solutionsX̄∗
00, X̄

∗
f

are the positive definite and�e =O(‖ε‖), we havePe >0
for sufficiently small‖ε‖. Thus, the proof of Theorem 6 is
completed. �

It should be noted that the zeroth-order solution ofP are
the same as the zeroth-order solution ofX.

Remark 7. It has been shown fromPetersen and McFarlane
(1994)that the GMARE (7) has a positive definite solution
for each� in the interval (0, �̄). Moreover, it is known
that Trace�eX is a convex function of� over (0, �̄). This
convexity can be exploited to design the guaranteed cost
controllers which minimizes the value of the guaranteed cost
for the closed-loop uncertain MSPS.

Remark 8. Using the Newton–Kantorovich theorem
(Ortega, 1990), it can be shown that there exists a small
�̂(� min{�∗, �̄}) such that for all‖ε‖ ∈ (0, �̂), the
MAREs (7) and (16) have the positive definite solutions in
the meaning of the sufficient condition. Since this proof can
be done by using the similar technique inMukaidani and
Mizukami (2000), it is omitted.

Using the useful result for the asymptotic structure (19)
of the GMARE (16), we show how to select a parameter�
which is addressed in the guaranteed cost control problem.
According to the existing results (Petersen and McFarlane,
1994), we need to solve the full-order GMARE (16) to cal-
culate the bound of the costx(0)TPex(0)= x(0)T�eP x(0)
for every 0< �< �̄. However, since the numerical stiffness
and the high-dimension arise and there is no informa-
tion of the small parametersεj , it is impossible to solve
the GMARE (16) directly. So far, the problem of how
to calculate the approximate cost bound has never been
studied. Motivated by these reasons, we will propose the
new approximate method of calculation for the cost bound
briefly.
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If ‖ε‖ is very small, then the guaranteed costx(0)TPex(0)
can be written as (21) because the zeroth-order solutions of
the GMARE (16) are equal to the zeroth-order solutions of
the GMARE (7):

x(0)TPex(0)= x(0)TXex(0)+O(‖ε‖)
= x0(0)X̄00x0(0)+O(‖ε‖). (21)

Thus, in order to calculate the bound of the cost, our new
idea is to use only the solution̄X00 of the reduced-order
ARE (11a). That is, we can neglect theO(‖ε‖) term of
cost (21) if‖ε‖ is sufficiently small. Therefore, the amount
of the computation required to get theε-independent con-
troller becomes small compared with the case of solving the
full-order GMARE (7) because the approximate cost can
be computed by the small dimension which is the same as
the slow subsystems. Moreover, we do not need the knowl-
edge of the parametersεj for calculating the guaranteed
cost.

Remark 9. It can be noted that the cost bound (21) depends
on the initial conditionx(0). To remove this dependence on
x(0), we assume thatx(0) is a zero mean random variable
satisfyingE[x(0)xT(0)] = In. In this case, it is interesting
to point out that the guaranteed cost becomes

x(0)TPex(0)= TracePe = TraceX̄00 +O(‖ε‖). (22)

Finally, we give an algorithm for the guaranteed cost con-
trol problem of the uncertain MSPS.

Step1:Search the minimum parameter�f =min{�f1, . . . ,

�fN } such that the reduced-order AREs(11c)have the pos-
itive definite stabilizing solution̄Xjj by using the bisection
method. If�f is less than some prescribed computational
accuracy, then stop and declare that the guaranteed cost
control fails. Otherwise, proceed to Step2.
Step2: Using the relation(12), search the minimum pa-

rameter�s(��f ) such that the reduced-order ARE(11a)has
the positive definite stabilizing solution̄X00 by means of the
bisection method. If�s is less than some prescribed compu-
tational accuracy, then stop and declare that the guaranteed
cost control fails. Otherwise, proceed to Step3.
Step3: Choose any parameter� such that0< �< �̄ =

min{�s , �f } and calculateA, S andW of (12) via the
matricesT00, T0j , Tj0 andTjj , j = 1, . . . , N .
Step4: Compute the positive definite stabilizing solution

X̄00 and calculate the approximate guaranteed cost

f (�)= TraceX̄00, (23)

where we have neglected the termO(‖ε‖) of the cost(21).
Step5: Find a �= �̂ that minimizesf (�) for all 0< �< �̄.
Step6: For the obtained� = �̂, design theε-independent

controller (15).

Consequently, solving the proposed above optimization
problem allows us to determine the near-optimal cost bound
O(‖ε‖) close to the optimal guaranteed cost performance.

5. Numerical example

In order to demonstrate the efficiency of the proposed
algorithm, we have run a simple example. Let us consider
theR–L–C electric network inFig. 1. In this network,L and
R are the inductance and the resistance, respectively. The
capacitances are denoted byCj , j = 1, . . . ,9. Suppose that
Cj is a very small positive parameter, that is,Cj=εj . I := x0
denotes the electric current in the inductance,Vj := xj , j=
1, . . . ,9 denote the voltage across capacitancesCj := εj ,
respectively. Moreover,Ej := uj , j = 1, . . . ,9 denote the
applied voltages, that is, the control inputs. The nominal
values of the element are defined asL= 100 mH andR =
10�. It should be noted thatCj , j=1, . . . ,9 are sufficiently
small but these values are unknown.

We suppose that the variation of the resistanceR is within
10% of the nominal value taking the saturation into account.
Therefore, we assume that the considered uncertainty is rep-
resented in the following inequality:

1

R
= 1

10+ �R(t)
= 0.0955+ 0.0045× �R(t),

0��R(t)�1.0, |�R(t)|�1.0.

Then the system matrices are given below:

A00 = [0], A0j = [−10], Aj0 = [1],
Ajj = [0.0955], B0j = [0], Bjj = [−0.0955],
D0j = [0], Djj = [0.0045], Eaj0 = [0],
Eajj = Ebjj = [1], Q0 = [1], Qjj = [1],
Rjj = [1], Fjj (t)= �R(t), j = 1, . . . ,9,

1C

R

L

: u1E1

: x0I

: x1V1

2C

R: u2E2

: x2V2

9C

R: u9E9

: x9 V9

=

= = =

=

= =

Fig. 1.R–L–C electric network.
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uexa(t)=Kexax(t)

=




−6.0526e− 3 2.5847 8.6966e− 6 1.2578e− 5 1.6130e− 5 1.9375e− 5 2.2344e− 5 2.5065e− 5 2.7563e− 5 2.9861e− 5
−5.7927e− 3 4.3483e− 6 2.5847 1.2518e− 5 1.6169e− 5 1.9530e− 5 2.2620e− 5 2.5462e− 5 2.8080e− 5 3.0494e− 5
−5.5412e− 3 4.1928e− 6 8.3452e− 6 2.5847 1.5988e− 5 1.9417e− 5 2.2590e− 5 2.5524e− 5 2.8236e− 5 3.0747e− 5
−5.3021e− 3 4.0324e− 6 8.0846e− 6 1.1991e− 5 2.5847 1.9144e− 5 2.2366e− 5 2.5361e− 5 2.8144e− 5 3.0729e− 5
−5.0768e− 3 3.8751e− 6 7.8120e− 6 1.1650e− 5 1.5315e− 5 2.5847 2.2017e− 5 2.5049e− 5 2.7879e− 5 3.0519e− 5
−4.8657e− 3 3.7241e− 6 7.5400e− 6 1.1295e− 5 1.4910e− 5 1.8347e− 5 2.5847 2.4639e− 5 2.7498e− 5 3.0175e− 5
−4.6684e− 3 3.5807e− 6 7.2749e− 6 1.0939e− 5 1.4492e− 5 1.7892e− 5 2.1119e− 5 2.5847 2.7039e− 5 2.9739e− 5
−4.4841e− 3 3.4453e− 6 7.0199e− 6 1.0589e− 5 1.4072e− 5 1.7424e− 5 2.0623e− 5 2.3659e− 5 2.5847 2.9240e− 5
−4.3121e− 3 3.3179e− 6 6.7765e− 6 1.0249e− 5 1.3657e− 5 1.6955e− 5 2.0117e− 5 2.3130e− 5 2.5991e− 5 2.5847




· x(t) (24a)

uapp(t)

=Kappx(t)

=

−5.1217e− 3 2.5847 · · · 0

...
...

. . .
...

−5.1217e− 3 0 · · · 2.5847


 x(t). (24b)

For every boundary value 0< �< �̄ = min{�f , �s} =
4.4938e+ 2, the AREs (11a) and (11c) have the positive
definite stabilizing solution, where�fj = 4.4938e+ 2, j =
1, . . . ,9 and�s = 4.4938e+ 2. It is easy to verify that the
approximate minimum bound of cost (23) isf (�̂)= 2.8411
when �̂ = 2.8050e+ 1. On the other hand, the exact cost
bound min f (�∗)=2.8540 is obtained for�∗ =2.8050e+1
whenε1 := 1.0000e− 5, . . . , ε9 := 9.0000e− 5. Thus, for
the tested example, our searching algorithm is quite good.

Now, we choose as� = �̂ = 2.8050e+ 1< �̄ to design the
ε-independent controller. The exact guaranteed cost control
(8) under�∗=2.8050e+1 and the proposed approximate one
(15) are given in (24a) and (24b). It is worth pointing out that
the proposed guaranteed cost controller can be constructed
without any information for the small parameters. Moreover,
the required work space as the dimension is small compared
with the dimension of the full-order system. In this example,
the dimension for calculation is one smaller than ten.

6. Conclusions

The guaranteed cost control problem for the uncertain
MSPS has been studied. By solving the reduced-order slow
and fast AREs, the newε-independent guaranteed cost con-
troller can be obtained. The new technique has the follow-
ing advantages. (i) The proposed method does not need the
information for the small parametersεj . (ii) The required
work space is the same as the reduced-order slow and fast
subsystems. (iii) Our new results would be applied to the
MSPS without various assumptions that have been made for
the fast subsystems in the existing results although the fast
subsystems have the uncertainty. Therefore, we have suc-
ceeded in applying the new design approach to more prac-
tical uncertain MSPS.

Recently, LMI technique, which can be solved efficiently
by convex optimization, has been widely used to get the
solutions in the guaranteed cost problem (see e.g.,Yu and
Chu, 1999; Mukaidani, 2003). Compared with the presented

GMARE approach, there exist the important features, in
which the LMI control design methodology is a simpler
structure and is easier to be implemented. However, to get
the new analytic sufficient condition, a new convex opti-
mization algorithm, which is based on the LMI should be
developed by avoiding the difficulty of the large dimension
and the numerical stiffness due to the small parametersεj .
This problem will be addressed in future investigations. Fi-
nally, it may be possible to design the output feedback if
the considered MSPS is limited (Khalil, 1981). Particularly,
in case where the small parameters are known, we can con-
struct the output feedback controller by combining the ex-
isting results (Moheimani and Petersen, 1996) with Gajić et
al. (1989). Such a problem is more realistic than the state
feedback case. Since the analysis and the construction can
be done by using the straightforward extension of these ex-
isting results, it is omitted.
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Gajić, Z., Petkovski, D., & Harkara, N. (1989). The recursive algorithm for
the optimal static output feedback control problem of linear singularity
perturbed systems.IEEE Transactions on Automatic Control, 34(4),
465–468.

Khalil, H. K. (1979). Stabilization of multiparameter singularly perturbed
systems.IEEE Transactions on Automatic Control, 24(5), 790–791.



1062 H. Mukaidani / Automatica 41 (2005) 1055–1062

Khalil, H. K. (1981). On the robustness of output feedback control methods
to modeling errors.IEEE Transactions on Automatic Control, 26(2),
524–526.
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