
Recursive Approach of H1 Control Problems

for Singularly Perturbed Systems Under Perfect and
Imperfect State Measurements

Hiroaki Mukaidani� , Hua Xu�� and Koichi Mizukami��

�Graduate School of Engineering, Hiroshima University,

1{4{1, Kagamiyama, Higashi-Hiroshima, Japan 739{0046

��Faculty of Integrated Arts and Sciences, Hiroshima University,

1{7{1, Kagamiyama, Higashi-Hiroshima, Japan 739{0046

(E-mail:mukaida@katana.mis.hiroshima-u.ac.jp)

Abstract

In this paper, we study the H1 control problem for singularly perturbed systems under both

prefect and imperfect state measurements by using the recursive approach of Gajic et al.(1990).

We construct a controller that guarantees a disturbance attenuation level larger than a boundary

value of the reduced{order slow and fast subsystems when the singular perturbation parameter "

approaches zero. In order to obtain the controller, we must solve the generalized algebraic Riccati

equations. The main results in this paper is to propose a new recursive algorithm to solve the

generalized algebraic Riccati equations and to �nd su�cient conditions for the convergence of the

proposed algorithm. Using the recursive algorithm, we show that the solution of the generalized

algebraic Riccati equation converges to a positive semi{de�nite stabilizing solution with the rate

of convergence of O("k) under the su�cient conditions. Furthermore, in the case of perfect state

measurements, we also show that the controller achieves the performance level 
 + O("k+1). In

addition, we do not assume here that A22 is non{singular. Therefore, our new results are applicable

to both standard and nonstandard singularly perturbed systems. Finally, in order to show the

e�ectiveness of the proposed algorithm, numerical examples are included.
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1. INTRODUCTION

The H1 control problems for standard singularly perturbed systems have often been consid-

ered by using the singular perturbation methods, i.e., the two time scale decomposition method

(Kokotovi�c 1986). Using the singular perturbation method, one can partition a singularly per-

turbed system into two "{independent subsystems. In recent years, Pan and Basar (1993, 1994)

have studied the H1 control problem for standard singularly perturbed systems by making use

of a di�erential game theoretic approach. In Dragan (1996), the boundary of the H
1

norm for

standard singularly perturbed systems is found. In Fridman (1996), the near{optimal H
1
control

problem of singularly perturbed systems is discussed by using a high{order accuracy controller. On

the other hand, singular perturbation methods for nonstandard or implicit singularly perturbed

systems have been studied by using prefeedback (Kokotovi�c 1986, Khalil 1984, 1989). Recently,

there has been interest in nonstandard singularly perturbed systems (Xu and Mizukami 1996). In

Xu and Mizukami (1996), the main results of Pan and Basar (1993) is extended to the nonstan-

dard singularly perturbed systems by using a descriptor system approach. In view of the studies

above, although the H
1
control problem for both standard and nonstandard singularly perturbed

systems has been studied, the method used is the singular perturbation method. The recursive

approach, which is developed by Gajic et al.(1990), to solve the H
1
control problem of singularly

perturbed systems has never been studied.

In this paper, we study the H
1
control problem for singularly perturbed systems under both

prefect and imperfect state measurements by using the recursive approach of Gajic et al.(1990).

We construct a controller that guarantees a disturbance attenuation level larger than the boundary

value of the H
1

performance for the reduced{order slow and fast subsystems when the singular

perturbation parameter " approaches zero. In order to obtain the controller, we must solve the

generalized algebraic Riccati equations. The main purpose here is to propose a new recursive

algorithm to solve the generalized algebraic Riccati equations and to �nd su�cient conditions for

the convergence of the recursive algorithm by using the reduced{order algebraic Riccati equations.

It is important to note that the su�cient conditions derived here is independent of the param-

eter ". The resulting controller is obtained by the solution to the generalized algebraic Riccati

equations which may be solved using a new recursive algorithm. We prove that the solution of

the generalized algebraic Riccati equation converges to a positive semi{de�nite stabilizing solu-

tion with the rate of convergence of O("k) under the su�cient conditions. Furthermore, in the

perfect state measurements case we show that the proposed controller achieves the performance

level 
 + O("k+1). In addition, we do not assume here that A22 is non{singular. Thus, our new

results are applicable to both standard and nonstandard singularly perturbed systems.

This paper is organized as follows. In Section 2, we organize the existing results of the H1
control problems for singularly perturbed systems. The aim of Sections 3 and 4 is to propose a

new recursive algorithm to solve the generalized algebraic Riccati equations and to �nd su�cient

conditions for the convergence of the recursive algorithm. In Section 5, to show the e�ectiveness

of the proposed algorithm, numerical examples are included. In Section 6 we includes some

discussions on the results.
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2 Problem Formulation

We consider a singularly perturbed linear time{invariant systems

_x1 = A11x1 + A12x2 +B11w +B21u; (1a)

" _x2 = A21x1 + A22x2 +B12w + B22u; (1b)

z = C11x1 + C12x2 +D12u; (1c)

y = C21x1 + C22x2 +D21w: (1d)

where " is a small positive parameter, x1 2 Rn1 and x2 2 Rn2 are states, y 2 Rk1 is the measured

output, u 2 Rm is the control input, w 2 Rl is the disturbance, z 2 Rk2 is the controlled output.

The system (1) is called the nonstandard singularly perturbed systems if the matrix A22 is singular.

Let us introduce the partitioned matrices

A =

"
A11 A12

A21 A22

#
; A" =

"
A11 A12

"�1A21 "�1A22

#
;

B1 =

"
B11

B12

#
; B1" =

"
B11

"�1B12

#
;

B2 =

"
B21

B22

#
; B2" =

"
B21

"�1B22

#
;

S
" =

"
S11 "�1S12

"�1S21 "�2S22

#
; R
 =

"
R11 R12

R21 R22

#
;

Q = CT
1 C1 =

"
Q11 Q12

QT
12 Q22

#
; M" = B1"B

T
1" =

"
M11 "�1M12

"�1MT
12 "�2M22

#
;

C1 =
h
C11 C12

i
; C2 =

h
C21 C22

i
;

and de�ne

Sij = B2iB
T
2j � 
�2B1iB

T
1j ; i = 1; 2; j = 1; 2;

Rij = CT
2iC2j � 
�2CT

1iC1j ; i = 1; 2; j = 1; 2:

We now consider the H1 control problems under the following basic assumption.

Assumption 1 1. The pair (A"; B1") is stabilizable and (C1; A") is detectable for " 2 (0; "�]

("� > 0).

2. The pair (A"; B2") is stabilizable and (C2; A") is detectable for " 2 (0; "�] ("� > 0).

3. DT
12[C1 D12] = [0 I].

4.

"
B1"

D21

#
DT

21 =

"
0

I

#
.
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The problem considered in this paper is the H1 optimal control problem for singularly per-

turbed systems.

Find all admissible K" such that jjG"jj1 < 
 where G" equals to the transfer function from w

to z, that is,

G" =

2
664
A" B1" B2"

C1 0 D12

C2 D21 0

3
775 ; (2)

where the transfer matrix in terms of state{space data is denoted by"
Â B̂

Ĉ D̂

#
= Ĉ(sI � Â)�1B̂ + D̂:

The following lemma is already known (see Doyle et al. 1989).

Lemma 1 Under Assumption 1, there exists an admissible controller such that jjG"jj1 < 
 i�

the following three conditions hold.

i) The backward algebraic Riccati equation

P"A" + AT
" P" � P"S
"P" +Q = 0 (3)

has the unique positive semi{de�nite stabilizing solution, where

P" =

"
P11 "P T

21

"P21 "P22

#
: (4)

ii) The forward algebraic Riccati equation

W"A
T
" + A"W" �W"R
W" +M" = 0 (5)

has the unique positive semi{de�nite stabilizing solution, where

W" =

"
W11 W12

W T
12 "�1W22

#
: (6)

iii) �max(P"W") < 
2,

where �max(P"W") is maximum eigenvalue of P"W".

Moreover, when these conditions hold, one such controller, i.e., the central controller with a

free parameter equal to zero, is given by

u = �BT
2"P"x̂ (7)

where

_̂x = [A" � (B2"B
T
2" � 
�2B1"B

T
1")P" � ZW"C

T
2 C2]x̂+ ZW"C

T
2 y;

Z = (I � 
�2W"P")
�1:

Here, x̂(t) = [x̂T1 x̂T2 ]
T is the observer state.
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3. PRELIMINARY RESULTS: STATE FEEDBACK CONTROL

3.1. The Perfect State Measurement case

In this section, we study the H1 control problem by using the state feedback control law for

the linear time{invariant singularly perturbed system

_x1 = A11x1 + A12x2 +B11w +B21u; x
0
1 = 0 (8a)

" _x2 = A21x1 + A22x2 +B12w + B22u; x
0
2 = 0 (8b)

z = C11x1 + C12x2 +D12u; (8c)

y =

"
x1

x2

#
: (8d)

We discuss the H
1

optimal control problem that the closed{loop system is internally stable

and jjG"jj1 < 
, where

G" =

2
664
A" B1" B2"

C1 0 D12

I 0 0

3
775 (9)

by using the formula (10)

u = K"

"
x1

x2

#
: (10)

The next result was shown by Doyle et al. (1989).

Lemma 2 The following are equivalent:

i) A+ B2"K" is stable and the transfer matrix G" satis�es the inequality jjG"jj1 < 
.

ii) The Riccati equation (3) has the positive semi{de�nite stabilizing solution.

Moreover, one such controller is K" = �BT
2"P".

To obtain the solution of the Riccati equation (3), at �rst we de�ne

D1" =

"
In1 0

0 "In2

#
:

In order to solve the algebraic Riccati equation (3), we introduce the following useful lemma.

Lemma 3 The algebraic Riccati equation (3) is equivalent to the following generalized algebraic

Riccati equation (11).

P TA+ ATP � P TS
P +Q = 0; (11a)

DT
1"P = P TD1"; (11b)

where

P =

"
P11 "P T

21

P21 P22

#
; S
 =

"
S11 S12

ST
12 S22

#
:
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Proof: Firstly, from (11b), P has the following partitioned form

P =

"
P11 "P T

21

P21 P22

#
; P11 = P T

11; P22 = P T
22:

It is worth to note that P is not symmetric, but P" = DT
1"P = P TD1" is. Secondly, we can observe

the following useful relationships between A", B1", B2", D1", A, B1 and B2.

A" = D�11" A; B1" = D�1
1" B1; B2" = D�1

1" B2:

Substituting the above relations and P" = DT
1"P = P TD1" into the Riccati equation (3), we obtain

P"A" + AT
" P" � P"S
"P" +Q = 0

, P TD1"D
�1
1" A+ ATD�T

1" D
T
1"P � P TD1"D

�1
1" S
D

�T
1" D

T
1"P +Q = 0

, P TA + ATP � P TS
P +Q = 0:

Thus, to solve the algebraic Riccati equation (3) is equivalent to solving the generalized Riccati

equation (11). ■
3.2. Recursive Algorithm of the Backward Algebraic Riccati Equation

The algebraic Riccati equation (11a) can be partitioned into

AT
11P11 + P T

11A11 + AT
21P21 + P T

21A21 � P T
11S11P11 � P T

21S22P21

�P T
11S12P21 � P T

21S
T
12P11 +Q11 = 0; (12a)

"P21A11 + P T
22A21 + AT

12P11 + AT
22P21 � "P21S11P11 � "P21S12P21

�P T
22S

T
12P11 � P T

22S22P21 +QT
12 = 0; (12b)

AT
22P22 + P T

22A22 + "AT
12P

T
21 + "P21A12 � P T

22S22P22

�"P T
22S

T
12P

T
21 � "P21S12P22 � "2P21S11P

T
21 +Q22 = 0: (12c)

For the previous equations (12), setting " = 0, we obtain the following equations

AT
11
�P11 + �P T

11A11 + AT
21
�P21 + �P T

21A21 � �P T
11S11

�P11 � �P T
21S22

�P21

� �P T
11S12

�P21 � �P T
21S

T
12
�P11 +Q11 = 0; (13a)

�P T
22A21 + AT

12
�P11 + AT

22
�P21 � �P T

22S
T
12
�P11 � �P T

22S22
�P21 +QT

12 = 0; (13b)

AT
22
�P22 + �P T

22A22 � �P T
22S22

�P22 +Q22 = 0: (13c)

The Riccati equation (13c) will produce the unique positive de�nite stabilizing solution under

the following conditions.

Assumption 2 The pair (A22; B22) is stabilizable and (C12; A22) is observable.
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Let


1f = inff
 > 0jthe Riccati equation (13c) has a positive de�nite stabilizing solutiong.
Then, the matix A22�S22 �P22 is non{singular if Assumption 2 holds. Therefore, we obtain the

following 0{order equations

�P T
11AP + AT

P
�P11 � �P T

11SP
�P11 +QP = 0; (14a)

�P21 = �NT
2 +NT

1
�P11; (14b)

AT
22
�P22 + �P T

22A22 � �P T
22S22

�P22 +Q22 = 0; (14c)

where

AP = A11 +N1A21 + S12N
T
2 +N1S22N

T
2 ;

SP = S11 +N1S
T
12 + S12N

T
1 +N1S22N

T
1 ;

QP = Q11 �N2A21 � AT
21N

T
2 �N2S22N

T
2 ;

NT
2 = �A�T22 Q̂

T
12; N

T
1 = � �A�T22 �AT

12;

�A12 = A12 � S12 �P22; �A22 = A22 � S22 �P22;

Q̂12 = Q12 + AT
21
�P22:

Remark 1 Although the expressions of the matrix AP ; SP and QP contain the matrix �P22, they

do not depend on it (Xu and Mizukami 1996).

The unique positive de�nite stabilizing solution of (14a) exists under the following conditions.

Assumption 3

rank

"
sIn1 � A11 �A12 B21

�A21 �A22 B22

#
= n1 + n2; 8s 2 C+; (15)

rank

"
sIn1 � AT

11 �AT
21 CT

11

�AT
12 �AT

22 CT
12

#
= n1 + n2; 8s 2 C+: (16)

Remark 2 QP and SP can also be expressed as

QP = CT
PCP ; SP = B20B

T
20 � 
�2B10B

T
10;

where

CP = C11 + C12M
T
10; M10 = � �A210

�A�1220;

�A210 = AT
21 +QT

12
�P�122 ;

�A220 = AT
22 +Q22

�P�122 ;

B10 = B11 +N1B12; B20 = B21 +N1B22:

Therefore, for every 
 > 
1f , the pair (AP ; B20) is stabilizable and (CP ; AP ) is observable if and

only if Assumption 3 is satis�ed (Xu and Mizukami 1996).
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Associated with the Riccati equation (14c), we de�ne the Hamiltonian matrix

H1
 =

"
A22 �S22
�Q22 �AT

22

#
: (17)

Let


P = maxf
 > 0jthe Hamiltonian matrix H1
 is singularg.
Moreover, let us de�ne


1s = inff
 > 
P jthe Riccati equation (14a) has a positive de�nite stabilizing solutiong.
As the results, if Assumptions 2, 3 hold, then for every 
 > �
1 = maxf
1s; 
1fg, the Riccati

equations (14a) and (14c) have the positive de�nite stabilizing solutions.

Now, let us introduce

P11 = �P11 + "E11; P21 = �P21 + "E21; P22 = �P22 + "E22: (18)

The O("k) approximation of the error terms Eij (i; j = 1; 2) will result in O("k+1) approximation

of the required matrix Pij (i; j = 1; 2) . That is why we are interested in �nding equations of

the error terms and a convenient algorithm to �nd their solutions. Substituting (18) into (12)

and subtracting (13) from (12), we arrive at the error equations. Hence, we propose the following

algorithm (19).

E
T (j+1)
11

�AP + �AT
PE

(j+1)
11 = �V T

P H
T (j)
P1 �H

(j)
P1VP + V T

P H
(j)
P3VP + "H

(j)
P2 ; (19a)

E
T (j+1)
11

�A12 + E
T (j+1)
21

�A22 + �AT
21E

(j+1)
22 = H

(j)
P1 ; (19b)

E
T (j+1)
22

�A22 + �AT
22E

(j+1)
22 = H

(j)
P3; (19c)

where

H
(j)
P1 = �AT

11P
T (j)
21 + P

T (j)
11 S11P

T (j)
21 + P

T (j)
21 ST

12P
T (j)
21 + "(ET (j)

11 S12E
(j)
22 + E

T (j)
21 S22E

(j)
22 );

H
(j)
P2 = E

T (j)
11 S11E

(j)
11 + E

T (j)
21 S22E

(j)
21 + E

T(j)
11 S12E

(j)
21 + E

T (j)
21 ST

12E
(j)
11 ;

H
(j)
P3 = �AT

12P
T (j)
21 � P

(j)
21 A12 + "P

(j)
21 S11P

T (j)
21

+"E
T (j)
22 S22E

(j)
22 + P

(j)
21 S12P

(j)
22 + P

T (j)
22 ST

12P
T (j)
21 ;

P
(j)
11 = �P11 + "E

(j)
11 ; P

(j)
21 = �P21 + "E

(j)
21 ; P

(j)
22 = �P22 + "E

(j)
22 ; E

(0)
11 = E

(0)
21 = E

(0)
22 = 0;

�A11 = A11 � S11 �P11 � S12 �P21; �A21 = A21 � ST
12
�P11 � S22 �P21;

�AP = �A11 � �A12
�A�122 �A21; VP = �A�122 �A21:

The following theorem indicates the convergence of the algorithm (19).

Theorem 1 Under the stabilizability and detectability conditions, imposed in Assumptions 1, 2

and 3, for a predescribed disturbance attenuation level 
 > �
1 = maxf
1s; 
1fg and a small pa-

rameter " > 0, the following results hold:

i) The proposed algorithm (19) converges to the exact solution of E with the rate of convergence

of O("k), that is

jjE � E(k)jj = O("k); (k = 1; 2; � � �); (20)
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where

E =

"
E11 ET

21

E21 E22

#
; E(k) =

2
4 E

(k)
11 E

T (k)
21

E
(k)
21 E

(k)
22

3
5 :

ii) The solution P (k)
" is positive semi{de�nite stabilizing solution of algebraic Riccati equation (3),

where

P (k)
" =

2
4 �P11 + "E

(k)
11 "( �P21 + "E

(k)
21 )

T

"( �P21 + "E
(k)
21 ) "( �P22 + "E

(k)
22 )

3
5 : (21)

Proof: As a starting point we need to show the existence of a bounded solution of E in neigh-

borhood of " = 0. To prove that by the implicit function theorem (Gajic et al. 1990, Gajic 1986),

it is enough to show that the corresponding Jacobian is non{singular at " = 0. The Jacobian is

given by

J1j"=0 =

2
664
J111 0 0

J121 J122 J123
0 0 J133

3
775 (22)

where, using the Kronecker products representation we have

J111 = I 
 �AP + �AT
P 
 I;

J122 = I 
 �A22;

J133 = I 
 �A22 + �AT
22 
 I:

When 
 > �
1, the matrix �A22 is non{singular because of Assumption 2. The matrix AP � SP �P11
is non{singular if Assumption 3 holds. Therefore, we obtain

AP � SP �P11 = �A11 � �A12
�A�122 �A21 = �AP : (23)

Since the matrix �AP is stable too, for a small parameter ", the Jacobian is non{singular. As a

result, we can achieve the O("k) approximation of Eij (i; j = 1; 2) by performing only k iterations

using algolithm (19). The remainder of the proof is to show that P (k)
" is positive semi{de�nite

stabilizing solution. Firstly, from (21), we have

P (k)
" =

"
�P11 0

0 0

#
+O("):

The matrix �P11 is positive de�nite if the algebraic Riccati equation (14a) has solution. Therefore,

P (k)
" � 0. Secondly, we get

A" � S
"P
(k)
" =

"
�A11 +O(") �A12 +O(")

"�1f �A21 +O(")g "�1f �A22 +O(")g

#

by straightforward computations. The matrix �A22 and �AP are non{singular since Assumptions 2

and 3 hold. If parameter " is su�cently small, A"�S
"P
(k)
" is stable. Thus, the proof of Theorem

1 is completed. ■
To the end of this section, we apply the controller u = �BT

2"P
(k)
" x to the system (1) and

compare it with the exact optimal control (10).
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Theorem 2 Under the conditions given in Theorem 1, if the controller gain matrix �K is designed

for a prescribed disturbance attenuation level 
 > �
1 and the resulted controller u = �BT
2"P

(k)
" x is

applied to the system (1), then the following inequality will be satis�ed:

jj(C1 +D12
�K) � (sI � A" �B2"

�K)�1B1"jj1
= jj(C1 +D12K)(sI � A" �B2"K)�1B1"jj1 +O("k+1)

< 
 +O("k+1) (24)

where K = �BT
2"P"; �K = �BT

2"P
(k)
" .

Proof: We give the proof by using a method similar to that given in the proof of Theorem in

Fridman (1996). Applying the optimal controller u = �Kx to (8) yields

_x = �A"x+ " �F"x+B1"w; x
0 = 0; (25a)

J =
Z
1

0
xT (t) �Qx(t)dt; (25b)

where

�A" =

"
�A11

�A12

"�1 �A21 "�1 �A22

#
;

�F" = �"�1(B2"B
T
2"P" � A" + �A");

�Q = Q+ P"B2"B
T
2"P":

Since �A22 is stable, there is transformation y = T�1x such that T�1 �A"T = diag[As "
�1Af ] (see

Kokotovi�c et al. 1986).

Using the transformation T , we obtain

_y1 = Asy1 + " �Fsy +B1sw; y
0
1 = 0; (26a)

" _y2 = Afy2 + " �Ffy +B1fw; y
0
2 = 0; (26b)

where [ �F T
s

�F T
f ]

T = T�1 �F", [B
T
1s B

T
1f ]

T = T�1B1". From (26), if " is small enough, then we have

jjyjj � c1jjwjj; c1 > 0. Similarly, substituting u = � �Kx and f = T�1x into system (1), we get

_f1 = Asf1 + "F̂sf +B1sw; f
0
1 = 0; (27a)

" _f2 = Aff2 + "F̂ff +B1fw; f
0
2 = 0; (27b)

where [F̂ T
s F̂ T

f ]
T = �"�1T�1(B2"B

T
2"P

(k)
" � A" + �A"). Hence, from (27), one can derive jjf jj �

c2jjwjj; c2 > 0. Subtracting (27) from (26) we get the following equation (28).

_e1 = Ase1 + "F̂se+O("k+1)y; (28a)

" _e2 = Afe2 + "F̂fe+ O("k+1)y; (28b)

where e = y � f . From (28), we obtain jjejj � c3"
k+1jjyjj � c4"

k+1jjwjj; c3; c4 > 0.
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Then, we note that

T�1F̂"T � T�1 �F"T = O("k); jjQ̂� �Qjj2 = m0"
k+1; m0 > 0;

where Q̂ = Q+ P (k)
" B2"B

T
2"P

(k)
" . Applying the Schwartz inequality yields

jJ � Ĵ j �
Z
1

0
[m1je(t)jjy(t)j+m2je(t)jjf (t)j+m0"

k+1jy(t)jjf(t)j]dt
� �m[jjejj(jjyjj+ jjf jj) + "k+1jjyjj � jjf jj] (29)

where �m = maxfm0;m1;m2g, m1 = jjT T �QT jj2, m2 = jjT T Q̂T jj2. Moreover, substituting jjyjj �
c1jjwjj, jjf jj � c2jjwjj and jjejj � c4"

k+1jjwjj into (29) yields

jJ � Ĵ j � �m[c4(c1 + c2) + c1 � c2]"k+1jjwjj2 � �m0"
k+1jjwjj2: (30)

Finally, by using condition J � 
2jjwjj2, we have

Ĵ � [
2 +O("k+1)]jjwjj2 = [
 +O("k+1)]2jjwjj2; (31)

that is, an O("k) accuracy controller u = � �Kx achieves the performance level 
 +O("k+1). ■

4. MAIN RESULTS: OUTPUT FEEDBACK CONTROL

4.1. The Imperfect State Measurement case

In this section we now turn to the H
1
optimal control problem by using the output feedback

control law. By following the similar steps in the state feedback case, we �rst study the algebraic

Riccati equation (5). To obtain the positive semi{de�nite stabilizing solution of the algebraic

Riccati equation (5), we introduce the following useful lemma.

Lemma 4 The algebraic Riccati equation (5) is equivalent to the following generalized algebraic

Riccati equation (32).

WAT + AW T �WR
W
T +M = 0; (32a)

D2"W
T =WDT

2"; (32b)

where

W =

"
W11 W12

"W T
12 W22

#
; M =

"
M11 M12

MT
12 M22

#
; D2" =

"
In1 0

0 "�1In2

#
:

Proof: The proof is omitted since it is similar to the proof of Lemma 3. ■
4.2. Recursive Algorithm of the Forward Algebraic Riccati Equation

We consider the recursive solution for the generalized forward algebraic Riccati equations (32).

The equation (32a) can be partitioned into

A11W
T
11 +W11A

T
11 + A12W

T
12 +W12A

T
12

�W11R11W
T
11 �W12R22W

T
12 �W11R12W

T
12 �W12R

T
12W

T
11 +M11 = 0 (33a)

11



"A11W12 + A12W
T
22 +W11A

T
21 +W12A

T
22

�"W11R11W12 � "W12R
T
12W12 �W11R12W

T
22 �W12R22W

T
22 +M12 = 0 (33b)

A22W
T
22 +W22A

T
22 + "A21W12 + "W T

12A
T
21

�W22R22W
T
22 � "W T

12R12W
T
22 � "W22R

T
12W12 � "2WT

12R11W12 +M22 = 0 (33c)

Setting " = 0 in (33), we obtain the following equations (34).

A11
�W T
11 + �W11A

T
11 + A12

�WT
12 + �W12A

T
12

� �W11R11
�WT
11 � �W12R22

�W T
12 � �W11R12

�W T
12 � �W12R

T
12
�W T
11 +M11 = 0 (34a)

A12
�W T
22 + �W11A

T
21 + �W12A

T
22 � �W11R12

�W T
22 � �W12R22

�W T
22 +M12 = 0 (34b)

A22
�W T
22 + �W22A

T
22 � �W22R22

�W T
22 +M22 = 0 (34c)

The Riccati equation (34c) will produce the unique positive de�nite stabilizing solution under

the following conditions.

Assumption 4 The pair (AT
22; C

T
22) is stabilizable and (BT

12; A
T
22) is observable.

Let


2f = inff
 > 0jthe Riccati equation (34c) has a positive de�nite stabilizing solution, and

�max( �P22
�W22) < 
2g.

Then, the matrix AT
22 � R22W

T
22 is non{singular if Assumption 4 holds. Therefore, we obtain

the following 0{order equations (35).

�W11A
T
W + AW

�W T
11 � �W11RW

�W T
11 +MW = 0 (35a)

�W12 = �L2 + �W11L1 (35b)

�W22A
T
22 + A22

�W T
22 � �W22R22

�W T
22 +M22 = 0 (35c)

where

AW = A11 + A12L
T
1 + L2R

T
12 + L2R22L

T
1

RW = R11 +R12L
T
1 + L1R

T
12 + L1R22L

T
1

MW = M11 � A12L
T
2 � L2A

T
12 � L2R22L

T
2

LT
2 = T�14 V̂12; L

T
1 = �T�14 T2

T2 = A21 � �W22R
T
12; T4 = A22 � �W22R

T
22

V̂12 = �W22A
T
12 +MT

12

Remark 3 Although the expressions of the matrix AW ; RW and MW contain the matrix �W22,

they do not depend on it (Xu and Mizukami 1996).
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The unique positive de�nite stabilizing solution of (35a) exists under the following conditions.

Assumption 5

rank

"
sIn1 � AT

11 �AT
21 CT

21

�AT
12 �AT

22 CT
22

#
= n1 + n2; 8s 2 C+; (36)

rank

"
sIn1 � A11 �A12 B11

�A21 �A22 B12

#
= n1 + n2; 8s 2 C+: (37)

Remark 4 Similar to Remark 2, MW and RW can also be expressed as

MW = BWB
T
W ; RW = CT

20C20 � 
�2CT
10C10;

where

BW = B11 +M20B
T
12; M20 = � ~A120

~A�1220;

~A120 = A12 +M12
�W�T
22 ; ~A220 = A22 +M22

�W�T
22 ;

C10 = C11 + L1C12; C20 = C21 + L1C22:

Therefore, for every 
 > 
2f , the pair (AT
W ; C

T
20) is stabilizable and (BT

W ; A
T
W ) is observable if

and only if Assumption 5 is satis�ed (Xu and Mizukami 1996).

Associated with the Riccati equation (35c), we de�ne the Hamiltonian matrix

H2
 =

"
AT
22 �R22

�M22 �A22

#
: (38)

Let


W = maxf
 > 0jthe Hamiltonian matrix H2
 is singularg.
Moreover, let us de�ne


2s = inff
 > 
W j the Riccati equation (35a) has a positive de�nite stabilizing solution, and

�max( �P11
�W11) < 
2g.

As the results, if Assumptions 4,5 hold, then for every 
 > �
2 = maxf
2s; 
2fg, the Riccati

equation (35a) and (35c) have the positive de�nite stabilizing solutions.

The 0{order solution of (33) is O(") close to the exact one. We introduce

W11 = �W11 + "F11; W12 = �W12 + "F12; W22 = �W22 + "F22: (39)

The O("k) approximation of Fij (i; j = 1; 2) will produce the O("k+1) approximation of the

required matrix Wij (i; j = 1; 2). Similar to the derivations in Section 3, we also obtain the

following algorithm for (33),

T0F
T(j+1)
11 + F

(j+1)
11 T T

0 = �Z2H
T(j)
W1 �H

(j)
W1Z

T
2 + Z2H

(j)
W3Z

T
2 + "H

(j)
W2 (40a)

F
(j+1)
11 T T

2 + F
(j+1)
12 T T

4 + T3F
T (j+1)
22 = H

(j)
W1 (40b)

T4F
T(j+1)
22 + F

(j+1)
22 T T

4 = H
(j)
W3 (40c)

13



where

H
(j)
W1 = �A11W

(j)
12 +W

(j)
11 R11W

(j)
12 +W

(j)
12 R

T
12W

(j)
12 + "(F

(j)
11 R12F

T(j)
22 + F

(j)
12 R22F

T (j)
22 );

H
(j)
W2 = F

(j)
11 R11F

T (j)
11 + F

(j)
12 R22F

T (j)
12 + F

(j)
11 R12F

T (j)
12 + F

(j)
12 R

T
12F

(j)
11 ;

H
(j)
W3 = �A21W

(j)
12 �W

T (j)
12 AT

21 + "W
T (j)
12 R11W

(j)
12 + "F

(j)
22 R22F

T (j)
22

+W T (j)
12 R12W

T (j)
22 +W

(j)
22 R

T
12W

(j)
12 ;

W
(j)
11 = �W11 + "F

(j)
11 ; W

(j)
12 = �W12 + "F

(j)
12 ; W

(j)
22 = �W22 + "F

(j)
22 ;

F
(0)
11 = F

(0)
12 = F

(0)
22 = 0;

T1 = A11 � �W12R
T
12 � �W11R

T
11; T3 = A12 � �W12R

T
22 � �W11R12;

T0 = T1 � T3T
�1
4 T2; Z2 = T3T

�1
4 :

The following theorem indicates the convergence the algorithm (40).

Theorem 3 Under the stabilizability and detectability conditions, imposed in Assumptions 1, 4

and 5, for a prescribed 
 > �
2 = maxf
2s; 
2fg and a small parameter " > 0, the followings hold:

i) The proposed algorithm (40) converges to the exact solution of F with the rate of convergence

of O("k), that is

jjF � F (k)jj = O("k); (k = 1; 2; � � �); (41)

where

F =

"
F11 F12

F T
12 F22

#
; F (k) =

2
4 F

(k)
11 F

(k)
12

F
(k)T
12 F

(k)
22

3
5 :

ii) The solution W (k)
" is positive semi{de�nite stabilizing solution of the algebraic Riccati equation

(5), where

W (k)
" =

2
4 �W11 + "F

(k)
11

�W12 + "F
(k)
12

( �W12 + "F
(k)
12 )

T "�1( �W22 + "F
(k)
22 )

3
5 : (42)

Proof: We consider the corresponding Jacobian matrix given by

J2j"=0 =

2
664
J211 0 0

J221 J222 J223
0 0 J233

3
775 (43)

where

J211 = I 
 T0 + T T
0 
 I;

J222 = I 
 T4;

J233 = I 
 T4 + T T
4 
 I:

When 
 > �
2, the matrix T4 is non{singular because of Assumption 4. The matrix AT
W �RW

�W T
11

is non{singular since Assumption 5 holds. Therefore, we obtain the following equation.

AT
W �RW

�W T
11 = T T

1 +M1T
T
3 = T T

1 � T T
2 T

�T
4 T T

3 = T T
0 (44)
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The matrix T0 is stable also. Thus, for a su�ciently small parameter ", the Jacobian is non{

singular. The remainder of the proof is to show that W (k)
" is positive semi{de�nite stabilizing

solution. Using (42), we have

W (k)
" = "�1

2
4 "( �W11 + "F

(k)
11 ) "( �W12 + "F

(k)
12 )

"( �W12 + "F
(k)
12 )

T �W22 + "F
(k)
22

3
5 = "�1

 "
0 0

0 �W22

#
+O(")

!
:

The matrix �W22 is positive de�nite if the algebraic Riccati equation (35c) has solution. Therefore,

W (k)
" � 0. Next, by straightforward computations, we get

A" �W (k)
" RT


 =

"
T1 +O(") T3 +O(")

"�1fT2 +O(")g "�1fT4 +O(")g

#
:

The matrix T4 and T0 are non{singular since Assumptions 4 and 5 hold. Thus, for a su�ciently

small parameter ", A" �W (k)
" RT


 is stable. ■
Combining the results of Theorem 1 and Theorem 3, we arrive at Theorem 4.

Theorem 4 If Assumptions 1{5 hold, then for 8
 > maxf�
1; �
2g = maxf
1s; 
1f ; 
2s; 
2fg,
9"� > 0 such that 8" 2 [0; "�), the algebraic Riccati equations (3), (5) admit a positive semi{

de�nite stabilizing solution (21), (42) respectively. Furthermore, �max(P
(k)
" W (k)

" ) < 
2

Proof: We �rst note that under Assumption 1{5, the algebraic Riccati equations (3), (5) admit

a positve semi{de�nite stabilizing solution for su�ciently large values 
 by applying the results of

Theorem 1, 3 in this paper.

Secondly, we can easily evaluate

I � 
�2W (k)
" P (k)

" =

"
I � 
�2 �W11

�P11 +O(") O(")

O(1) I � 
�2 �W22
�P22 +O(")

#
: (45)

This shows that for small enough " > 0, the matrix I � 
�2W (k)
" P (k)

" can have only positive

eigenvalues since �max( �W11
�P11) < 
2, �max( �W22

�P22) < 
2 under the de�nition of 
2f ; 
2s. Thus,

this proof is completed. ■

Remark 5 If the singular perturbation parameter " > 0 is su�ciently small, then there exist the

admissible controller for any disturbance attenuation level 
 > maxf
1s; 
1f ; 
2s; 
2fg. Moreover,

the admissible controller is given by (7).

5. NUMERICAL EXAMPLES

In order to demonstrate the e�ciency of the proposed algorithm, we have run some numerical

examples for both perfect state measurements and imperfect state measurements.

5.1. Example 1

The system matrix is given by

A11 =

"
0 0:4

0 0

#
; A12 =

"
0 0

0:345 0

#
; A21 =

"
0 �0:524
0 0

#
; A22 =

"
0 0:262

0 �1

#
;

B11 =

"
1:0

0

#
; B12 =

"
0:2

1:2

#
; B21 =

"
0

0

#
; B22 =

"
0

1

#
;

Q = CT
1 C1 = diag

h
1 0 1 0

i
; DT

12 =
h
0 0 0 0 1

i
:
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Here, 
1f = 0:7680 and 
1s = 7:0817. Then, for every boundaly value of 
 > �
1 = 7:0817

the algebraic Riccati equation (3) has the positive semi{de�nite stabilizing solution. The entries

show the results obtained for small parameter " = 0:0001. Using the MATLAB, the values of

disturbance attenuation level 
 is 
� = 7:0484. Now, we choose 
 = 8:0 > �
1 > 
� to design the

controller.

By using proposed recursive algorithm, we can get the following control gain matrix �K

�K =
h
�2:77286 �0:72592 �1:03794 �0:24411

i
:

Applying this controller on the system, the values of H1 performance is �
 = 7:8727.

On the other hand, using the MATLAB, we can get the control gain matrix K̂

K̂ =
h
�2:7726 �0:7258 �1:0379 �0:2441

i
:

Thus, the values ofH1 performance is 
̂ = 7:8729. As a result of simulation, we have demonstrated

that proposed controller achieves the performance 
 +O("k+1).

5.2. Example 2

Consider the system"
x1

" _x2

#
=

"
0 1

1 0

# "
x1

x2

#
+

"
0 1

0 3

#
w +

"
0

1

#
u; (46a)

z =

2
664
1 0

0 1

0 0

3
775
"
x1

x2

#
+

2
664
0

0

1

3
775u; (46b)

y =
h
3 1

i " x1
x2

#
+
h
1 0

i
w: (46c)

Since the matrix A22 = 0, the system (46) is nonstandard singularly perturbed systems. The

four basic performance levels for the system (46) are


1f = 3:0; 
1s = 
2f =
p
10; 
2s = 3:17720 (47)

Thus, for every boundaly value 
 > maxf�
1; �
2g = maxf
1f ; 
1s; 
2f ; 
2sg = 3:17720, the alge-

braic Riccati equation (3), (5) have the positive semi{de�nite stabilizing solution. The numerical

results are obtained for small parameter " = 10�8. Using the MATLAB, the values of disturbance

attenuation level 
 is 
� = 3:1686 for " = 10�8. Now, we choose 
 = 3:5 > maxf�
1; �
2g > 
�

and solve the algebraic Riccati equation (3), (5) by using proposed recursive algorithm. First, in

case of the algebraic Riccati equation (3), the proposed algorithm (19) has produced the positive

semi{de�nite stabilizing solution after 3 iterations. The result of simulation is shown in Table 1,

where

�P =

"
P11 "P T

21

"P21 "P22

#
: (48)

Table 1. Value of P when " = 10�8; 
 = 3:5.

j P11 P21 P22

1 4:2772536 16:021542 1:9414507

2 4:2772543 16:021543 1:9414511

3 4:2772543 16:021543 1:9414511
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Secondly, in case of the algebraic Riccati equation (5), the result of simulation is shown in Table

2, where

�W =

"
W11 W12

WT
12 "�1W22

#
: (49)

Table 2. Value of W when " = 10�8; 
 = 3:5.

j W11 W12 W22

1 0:15376483 1:6835733 3:1304952

2 0:15376484 1:6835732 3:1304951

3 0:15376484 1:6835732 3:1304951

Hence

I � 
�2 �W �P =

"
0:94631 �4:67928� 10�9

�4:68216 0:50386

#
:

This shows that the matrix I � 
�2 �W �P have only positive eigenvalues.

In order to verify the exactitude of the solution, we calculate the remainder when substitute
~P and ~W into the generalized algebraic Riccati equation (11a) and (32a) respectively.

~P TA+ AT ~P � ~P TS
 ~P +Q = 10�7 �
"
7:882 1:894

1:894 0:471

#

~WAT + A ~W T � ~WR

~W T +M = 10�7 �

"
0:756 1:200

1:200 1:113

#

where

~P =

"
P11 "P T

21

P21 P22

#
; ~W =

"
W11 W12

"WT
12 W22

#
:

Therefore, the numerical example illustrates the e�ectiveness of the proposed algorithm since the

solutions ~P and ~W converge to the exact solutions P and W which were de�ned by (11a) and

(32a). Indeed, we can obtain the solution of the algebraic Riccati equations (3) and (5) even

though A22 is singular.

Furthermore, applying the controller by substituting (48), (49) into (7) to the system (46),

the values of H
1

performance is �
 = 3:3736. We �nd that when we choose a 
 larger than the

maximum of 
1f ; 
1s; 
2f and 
2s, the obtained admissible controller by using recursive algorithm

achieves the desired performance bound for a su�ciently small value " > 0.

6. CONCLUSION

In this paper, we have considered the H1 control problem for singularly perturbed systems

under both prefect and imperfect state measurements. We have provided a controller that guar-

antees a disturbance attenuation level larger than the boundary value of the H1 performance

for the reduced{order slow and fast subsystems. Such a controller is designed by using recur-

sive algorithm. The main contribution of the paper is to propose a new recursive algorithm to
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solve the generalized algebraic Riccati equations and to �nd su�cient conditions for the con-

vergence of the recursive algorithm. In case of imperfect state measurements, if we choose any


 > maxf�
1; �
2g > maxf
1s; 
1f ; 
2s; 
2fg as su�cient conditions, then there exist the admis-

sible controller that attain the disturbance attenuation level 
. This time, recursive solutions of

generalized algebraic Riccati equations converge to a positive semi{de�nite stabilizing solutions

with the rate of convergence of O("k). In addition, our new results are applicable to both stan-

dard and nonstandard singularly perturbed systems. On the other hand, in case of the H
1
control

problem for prefect state measurements, we proposed a controller with an accuracy O("k) which

is di�erent from the accuracy controller given in Fridman (1996). That is, the structure of the

controller proposed in this paper is simpler than the structures previously proposed in Fridman

(1996). This simpler structure is achieved by using the recursive algorithm. We have also shown

that an O("k) accuracy controller achieves the performance 
 +O("k+1).
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