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Abstract

In this paper, we consider limits of triply periodic minimal surfaces
in R3. We prove that some important examples of singly or doubly
periodic minimal surfaces can be obtained as limits of triply periodic
minimal surfaces. Moreover, we give a mathematical proof of the
existence of one-parameter family of triply periodic minimal surfaces
which is defined in chemistry.

1 Introduction

A minimal surface in R3 is said to be periodic if it is connected and invariant
under a group Γ of isometries of R3 that acts properly discontinuously and
freely (see [6]). Γ can be chosen to be a rank three lattice Λ in R3 (the triply
periodic case), a rank two lattice Λ ⊂ R2 × {0} generated by two linearly
independent translations (the doubly periodic case), or a cyclic group Λ
generated by a screw motion symmetry, that is, a rotation around the x3-
axis composed with a non-trivial translation by a vector on the x3-axis (the
singly periodic case). The geometry of a periodic minimal surface in R3 can
usually be described in terms of the geometry of its quotient surface M in
the flat three manifold R3/Λ. Hence a triply periodic minimal surface is a
minimal surface in a flat torus T3, a doubly periodic minimal surface is a
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minimal surface in T2 ×R where T2 is a flat two torus, and a singly periodic
minimal surface is a minimal surface in S1 × R2.

Many of beautiful examples of minimal surfaces in R3 have this periodic
behavior, for example, the helicoid, Scherk’s surface, and Schwarz’ surface.
Also, triply periodic minimal surfaces are related to natural phenomena and
many one-parameter families of triply periodic minimal surfaces have been
studied in physics, chemistry, and crystallography. Recently, a moduli theory
of properly immersed triply periodic minimal surfaces in R3 was established
by the first author ([1], [2]). We can classify a key space of the moduli space
into many connected components by the Morse index and nullity. Bound-
aries of the connected components may consist of properly immersed triply
periodic minimal surfaces with non-trivial Jacobi fields, properly immersed
doubly periodic minimal surfaces, properly immersed singly periodic mini-
mal surfaces, and properly immersed minimal surfaces in R3. In the present
paper, we consider two important periodic minimal surfaces which are con-
tained in the boundaries, namely, Rodŕıguez’ standard example (the doubly
periodic case) and Karcher’s saddle tower (the singly periodic case). We re-
fer to related topics to doubly periodic minimal surfaces and singly periodic
minimal surfaces in the next paragraph.

Lazard-Holly and Meeks [9] proved that if the quotient surface of a prop-
erly embedded doubly periodic minimal surface in R3 has genus 0, then the
surface must be a doubly periodic Scherk minimal surface up to translations,
rotations, and homotheties. In the higher genus case, Karcher [7] constructed
one-parameter family of doubly periodic minimal surfaces, called troidal half-
plane layers, with genus 1 and four Scherk-type parallel ends in its smallest
fundamental domain. He also exposed two distinct one-parameter deforma-
tions of each troidal half-plane layer and so obtained other doubly periodic
minimal tori with parallel ends. In 2007, Rodŕıguez [12] generalized these
Karcher’s examples which is called a standard example. Furthermore, Pérez,
Rodŕıguez, and Traizet [11] showed that if the quotient surface of a properly
embedded doubly periodic minimal surface in R3 has genus 1 and parallel
ends, then the surface must be a standard example. For Karcher’s saddle
tower, the similar characterization is known. In fact, Pérez and Traizet [10]
proved that the quotient surface of a properly embedded singly periodic min-
imal surface in R3 has genus 0 and six Scherk-type ends, then the surface
must be Karcher’s saddle tower. Note that Karcher’s saddle tower has 2k
Scherk-type ends for k ≥ 3, and we now focus on the case k = 3. We shall
prove that these two types of periodic minimal surfaces can be obtained as
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limits of suitable families of properly immersed triply periodic minimal sur-
faces in R3. Next we refer to such families, called Meeks’ family, H family,
and hCLP family.

A properly immersed triply periodic minimal surface in R3 can be con-
sidered as a compact minimal surface in a flat three torus. In 1990, Meeks
[5] constructed two real five dimensional families of embedded hyperelliptic
minimal surfaces of genus 3 in three dimensional flat tori. These are the
surfaces which can be represented as two-sheeted covers of S2 branched over
four pairs of antipodal points. H family was discovered by Schwarz [13] in
1800s. It is one-parameter family of hyperelliptic minimal surfaces of genus
3 in three dimensional flat tori which are not contained in Meeks’ family. On
the other hand, chemists Fogden and Hyde [3] considered many important
families of compact minimal surfaces in three dimensional flat tori. hCLP
family is one of the families which is not contained in Meeks’ family as well.
Now we state our main results as follows.

Theorem 1.1. Any Rodŕıguez’ standard example can be obtained as a limit
of Meeks’ examples.

Theorem 1.2. Karcher’s saddle tower of six ends can be obtained as a limit
of Schwarz’ H surfaces. Furthermore, Karcher’s saddle tower of six ends or
its conjugate surface can be obtained as limits of hCLP family.

Fogden and Hyde determined the representation formula of hCLP family.
However, a mathematical proof for well-definedness might not be given. Thus
we consider this problem and our result is

Theorem 1.3. hCLP family is well-defined as one-parameter family of com-
pact minimal surfaces of genus 3 in three dimensional flat tori. Furthermore,
every minimal surface which is contained in hCLP family has well-defined
conjugate surface.

2 Preliminary

Let f : M → R3/Λ be a minimal immersion of a 2-manifold M into the flat
three manifold R3/Λ and we usually call f(M) a minimal surface in R3/Λ.
We will always take the minimal surface to be oriented. The isothermal
coordinates make M into a Riemann surface and f is called a conformal
minimal immersion. The following representation formula is one of basic
tools for conformal minimal immersions:
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Theorem 2.1 (Weierstrass representation). Let f : M → R3/Λ be a confor-
mal minimal immersion. Then, up to translations, f can be represented as
follows:

f(p) = ℜ
∫ p

p0

 (1− g2)η
i(1 + g2)η

2gη

 mod Λ (2.1)

where (g, η) is a pair of a meromorphic function g and a holomorphic dif-
ferential η on the Riemann surface M so that

(1 + |g|2)2ηη̄

gives a Riemannian metric on M , andℜ
∮
ℓ

 (1− g2)η
i(1 + g2)η

2gη

 ∣∣∣∣∣ ℓ ∈ H1(M, Z)


is contained in Λ. The meromorphic function g is called the Gauss map for
the minimal surface.

Using the above formula, we list the minimal surfaces which we consider
in this paper.

Example 2.1 (Meeks’ family [5]). Let a1, . . . , a4 be distinct complex num-
bers satisfying a1a2a3a4 > 0. Assume that any pair of aj, ak are not antipodal
each other. Let M be the hyperelliptic Riemann surface of genus 3 defined
by

w2 =
4∏

j=1

(z − aj)

(
z +

1

aj

)
.

Meeks’ family consists of the following two minimal embeddings of M :

ℜ
∫ p

p0

 1− z2

i(1 + z2)
2z

 dz

w
, ℜ

∫ p

p0

i

 1− z2

i(1 + z2)
2z

 dz

w
.

Example 2.2 (Rodŕıguez’ standard example [12]). Let Mθ be the Riemann
surface defined by

w2 = (z2 + λ2)

(
z2 +

1

λ2

)
(2.2)
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where θ ∈ (0, π
2
) and λ = λ(θ) = cot θ

2
. Set

σ = cos
α + β

2
+ i cos

α− β

2
, δ = sin

α− β

2
+ i sin

α + β

2
,

where α, β ∈ [0, π/2] are constants with (α, β) ̸= (0, θ). Let g be a meromor-
phic function on Mθ defined by

g(z, w) =
σz + δ

i(σ − δz)
.

The surface we will consider is

M = Mθ \ g−1({0, ∞}).

Rodŕıguez’ standard example is three-parameter family consists of the fol-
lowing conformal minimal embeddings of M :

π csc θ

κ(sin2 θ)
ℜ
∫ p

p0

 1− g2

i(1 + g2)
2g

 dz

gw
, (2.3)

where κ(m) =

∫ π
2

0

du√
1−m sin2 u

. We remark that the space of Rodŕıguez’

standard example is self-conjugate, that is, the conjugate surface of any
Rodŕıguez’ standard example is also one of a Rodŕıguez’ standard example.

Example 2.3 (H family [8]). For a ∈ (0, 1), let M be the hyperelliptic
Riemann surface of genus 3 defined by

w2 = z(z3 − a3)

(
z3 − 1

a3

)
.

H family is one-parameter family consists of the following conformal minimal
embeddings of M :

ℜ
∫ p

p0

i

 1− z2

i(1 + z2)
2z

 dz

w
.

Example 2.4 (hCLP family [3]). For θ ∈ (0, π
3
), let M be the hyperelliptic

Riemann surface of genus 3 defined by

w2 = z(z6 − 2 cos(3θ)z3 + 1). (2.4)
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hCLP family is one-parameter family consists of the following conformal
minimal immersions of M :

ℜ
∫ p

p0

 1− z2

i(1 + z2)
2z

 dz

w
.

Example 2.5 (Karcher’s saddle tower [7]). Let M be the Riemann surface

(C ∪ {∞}) \ {±e
π
6
i, ±e−

π
6
i, ±i}.

Karcher’s saddle tower with six ends is the following conformal minimal em-
bedding of M :

ℜ
∫ p

p0

 1− z4

i(1 + z4)
2z2

 dz

1 + z6
.

Example 2.6 (Schwarz’ CLP surface [8]). Let M be the hyperelliptic Rie-
mann surface of genus 3 defined by

w2 = z8 + 1.

Schwarz’ CLP surface is the following conformal minimal embedding of M :

ℜ
∫ p

p0

 1− z2

i(1 + z2)
2z

 dz

w
.

We remark that the conjugate surface of Schwarz’ CLP surface is again
Schwarz’ CLP surface.

Example 2.7 (Riemann’s minimal examples [4]). Let Mλ be the Riemann
surface defined by

w2 = z(z − λ)

(
z +

1

λ

)
.

The surface we will consider is

M = Mλ \ {(0, 0), (∞, ∞)}.
The Weierstrass representation for the Riemann’s minimal examples is :

ℜ
∫ p

p0

 1− z2

i(1 + z2)
2z

 dz

zw
.

We remark that the conjugate surface of Riemann’s minimal example is again
Riemann’s minimal example.
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3 Proofs of Main Theorems

3.1 Proof of Theorem 1.1

First we treat Meeks’ family. Let M be the Riemann surface defined in
Example 2.1.

We consider a structure of M as a branched two-sheeted cover of S2.
Recall that the Gauss map (z, w) 7→ z gives rise to the branched two-sheeted
cover of S2 (see the proof of Corollary 3.2 in [5]). The branch locus of the
Gauss map consists of the following eight points on S2:

a1, a2, a3, a4, −
1

a1
, − 1

a2
, − 1

a3
, − 1

a4
.

We prepare two copies of C ∪ {∞} ∼= S2 and take two closed curves passing
through the eight points, respectively. So we can divide S2 into two domains
and label “ + ” and “− ” (see Figure 3.1). Slit thick curves as in the upper

+
−

+
−(i) (ii)

a1

a2
a3

a4

−1/a1
−1/a2

−1/a3

−1/a4

(ii)

(i)

−
+

−
+

−
+

−
+

+

−
+

−
+

−
+

−

a1 a2 a3 a4 −1/a1 −1/a2 −1/a3 −1/a4

Figure 3.1: The hyperelliptic Riemann surface M of genus 3

pictures in Figure 3.1 and glue (i) and (ii) as in the lower pictures in Fig-
ure 3.1. The thin curves in the upper pictures in Figure 3.1 are corresponding
to the thin curves in the lower pictures in Figure 3.1. By this procedure, we
obtain the hyperelliptic Riemann surface M of genus 3.
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We now consider the case a2 → a1. Let α be a closed curve enclosing a1
and a2, β a closed curve enclosing −1/a1 and −1/a2 in the z-plane. Lift α
and β to closed curves in M , name them α̂, α̂′, β̂, and β̂′. Choosing suitable
α and β, we can divide M among three disjoint sets in M with the following
properties: The first set contains (a1, 0) and (a2, 0) whose boundary con-
sists of α̂ and α̂′, the second set contains (−1/a1, 0) and (−1/a2, 0) whose
boundary consists of β̂ and β̂′, and the third set is the remaining set (see
Figure 3.2). Name the third set Mαβ with boundaries α̂, α̂′, β̂, and β̂′.

a2 a1

−1/a1
−1/a2

z-plane
α

β

(ii)

(i)

α̂′

α̂

β̂′

β̂

a1 a2 a3 a4 −1/a1 −1/a2 −1/a3 −1/a4

Figure 3.2: The hyperelliptic Riemann surface M of genus 3

The Weierstrass integral (2.1) along any closed curve in Mαβ is contained
in the lattice of the target torus. So the Weierstrass integral depends only
on the endpoint of a path in Mαβ. We now assume p0 ∈ Mαβ. Taking t as a
local complex coordinate on Mαβ, we can write

1− z2

w
dz = φ1(t)dt,

i(1 + z2)

w
dz = φ2(t)dt,

2z

w
dz = φ3(t)dt

for some holomorphic functions φ1(t), φ2(t), φ3(t). Then, the three func-
tions φ1(t), φ2(t), φ3(t) converge uniformly on Mαβ as a2 → a1. Hence the
limits can be moved inside the integrals. The similar arguments are given by
Hoffman and Rossman’s work [4].
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As a2 → a1, M converges to the following torus with nodes:

w2 = (z − a1)
2

(
z +

1

a1

)2 4∏
j=3

(z − aj)

(
z +

1

aj

)
.

We denote this torus with nodes by M ′. Define the torus N by

W 2 =
4∏

j=3

(z − aj)

(
z +

1

aj

)
. (3.1)

Then there exists the following reparametrization of M ′:

N −→ M ′

(z, W ) 7−→
(
z, (z − a1)

(
z +

1

a1

)
W

)
By using them, the limits, as a2 → a1, of the representations of two minimal
embeddings of M are

ℜ
∫ p

p0

(1− z2, i(1 + z2), 2z)t
1

(z − a1)(z +
1
a1
)W

dz, (3.2)

ℑ
∫ p

p0

(1− z2, i(1 + z2), 2z)t
1

(z − a1)(z +
1
a1
)W

dz (3.3)

on N , where a21a3a4 > 0. We set a1 = reiη. To find sequences of them, we
renormalize them by a homothetic transformation r:

r

∫ p

p0

(1− z2, i(1 + z2), 2z)t
1

(z − reiη)(z + eiη

r
)W

dz

=

∫ p

p0

(1− z2, i(1 + z2), 2z)t
1

( z
r
− eiη)(z + eiη

r
)W

dz.

It follows that, as r → ∞, this converges to

−
∫ p

p0

(1− z2, i(1 + z2), 2z)t
1

eiηzW
dz (e2iηa3a4 > 0)

Hence, up to homotheties, (3.2) and (3.3) converge to

−ℜ
∫ p

p0

(1− z2, i(1 + z2), 2z)t
1

eiηzW
dz, (3.4)

−ℑ
∫ p

p0

(1− z2, i(1 + z2), 2z)t
1

eiηzW
dz, (3.5)
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where e2iηa3a4 > 0. Note that the Gauss map at the ends go to 0 or ∞ when
r goes to infinity.

Next, we consider the Rodŕıguez’ standard example. Let M ′′ be the torus
defined in Example 2.2. Substituting in the expression (2.2) for z = −δ+iσg

σ+iδg
,

we have

(σ + iδg)4w2 = (σ2 + λ2δ
2
)

(
σ2 +

δ
2

λ2

)(
g − δ + iλσ

iσ + λδ

)
×
(
g − δ − iλσ

iσ − λδ

)(
g − λδ + iσ

iλσ + δ

)(
g − λδ − iσ

iλσ − δ

)
. (3.6)

Also, we find dz = i(|σ|2+|δ|2)
(σ+iδg)2

dg = 2i
(σ+iδg)2

dg. Thus (2.3) can be written in

the form

− 2π csc θ

κ(sin2 θ)
ℑ
∫ p

p0

(1− g2, i(1 + g2), 2g)t
dg

g(σ + iδg)2w
. (3.7)

By setting

a3 =
δ + iλσ

iσ + λδ
, a4 =

λδ + iσ

iλσ + δ
, (3.8)

(3.6) takes the form

(σ + iδg)4w2 = (σ2 + λ2δ
2
)

(
σ2 +

δ
2

λ2

)
4∏

j=3

(g − aj)

(
g +

1

aj

)
.

Now, let T be the torus defined by

V 2 =
4∏

j=3

(g − aj)

(
g +

1

aj

)
. (3.9)

Setting ℓeiq =

√
(σ2 + λ2δ

2
)(σ2 + δ

2

λ2 ) for a suitable branch of
√
∗, we have

the following biholomorphism:

T −→ M ′′

(g, V ) 7−→
(
g,

ℓeiqV

(σ + iδg)2

)
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So we can write (3.7) in the form

− 2π csc θ

ℓκ(sin2 θ)
ℑ
∫ p

p0

(1− g2, i(1 + g2), 2g)t
dg

geiqV
. (3.10)

Note that

e2iqa3a4 =
1

λ2
|λδ + iσ|2|δ + iλσ|2 > 0.

Therefore, by (3.1), (3.5), (3.9), and (3.10), we can see that the standard
example associated to λ, δ, σ can be obtained as a limit of Meeks’ family (up
to blowing up) with a3, a4 as in (3.8) when a2 → a1 and |a1| → ∞.

3.2 Proof of Theorem 1.2

The following arguments are quite similar to § 3.1. First we consider H
family. The limit, as a → 1, of M defined in Example 2.3 is the Riemann
surface with nodes given by w2 = z(z3−1)2. Let M ′ be this Riemann surface
with nodes, then there exists a reparametrization of M ′:

S2 −→ M ′

u 7−→ (−u2, −iu(u6 + 1))

Correspondingly, the limit of the representation is

2

1 0 0
0 1 0
0 0 −1

ℜ
∫ p

p0

 1− u4

i(1 + u4)
2u2

 du

u6 + 1

on (C ∪ {∞}) \ {±e
π
6
i, ±e−

π
6
i, ±i}. Hence we conclude that H family con-

verges to Karcher’s saddle tower of six ends.
Next we treat hCLP family. The limit, as θ → 0, of M defined in Ex-

ample 2.4 is the Riemann surface with nodes given by w2 = z(z3 − 1)2 and
the limit, as θ → π

3
, of M is the Riemann surface with nodes given by

w2 = z(z3 + 1)2. For the former case, we can apply the same arguments
as above, and we find that the limit of hCLP family is the conjugate sur-
face of Karcher’s saddle tower. In the latter case, hCLP family converges
to Karcher’s saddle tower because it must be the conjugate surface up to a
symmetry for the former case as seen in the next subsection.
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H family (a = 0.5) H family (a = 0.9) Karcher’s tower

Figure 3.3: Behavior for the case a → 1

hCLP family (θ = π/6) hCLP family (θ = 7π/24) Karcher’s tower

Figure 3.4: Behavior for the case θ → π
3
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3.3 Proof of Theorem 1.3

In this subsection, we give a canonical homology basis of hCLP family and
show that every minimal immersion defined in Example 2.4 is well-defined
for an arbitrary θ ∈ (0, π

3
).

First we remark that we may assume 0 < θ ≤ π
6
. In fact, For θ ∈ [π

6
, π

3
),

if we set φ = π
3
− θ, then we have φ ∈ (0, π

6
] and (2.4) takes the form

w2 = z(z6 + 2 cos(3φ)z3 + 1). (3.11)

Setting (z, w) = (−α, iβ), we find 1− z2

i(1 + z2)
2z

 dz

w
= i

1 0 0
0 1 0
0 0 −1

 1− α2

i(1 + α2)
2α

 dα

β

and we write (3.11) in the form

β2 = α(α6 − 2 cos(3φ)α3 + 1).

Thus the minimal immersion for θ ∈ [π
6
, π

3
) can be reconsidered as the con-

jugate surface for θ ∈ (0, π
6
] up to a symmetry. From now on, we assume

0 < θ ≤ π
6
.

To start with, we consider a structure of M as a branched two-sheeted
cover of S2. Recall that the Gauss map (z, w) 7→ z gives rise to the branched
two-sheeted cover of S2. The branch locus of the Gauss map consists of the
following eight points on S2:

0, ∞, e±iθ, e±i(θ± 2
3
π).

We prepare two copies of C ∪ {∞} ∼= S2 and take two closed curves passing
through the eight points, respectively. So we can divide S2 into two domains
and label “ + ” and “− ” (see Figure 3.5).

Slit thick curves in Figure 3.5 and glue (i) and (ii) as in Figure 3.6. The
thin curves in Figure 3.5 are corresponding to the thin curves in Figure 3.6.
By this procedure, we obtain the hyperelliptic Riemann surface M of genus
3. Consider the biholomorphisms

j(z, w) = (z, −w), φ(z, w) = (e
2
3
πiz, e

π
3
iw).
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(i) (ii)

O

θ

−θ

θ + 2
3
π

θ − 2
3
π

−θ + 2
3
π

−θ − 2
3
π

+

−

O

θ

−θ

θ + 2
3
π

θ − 2
3
π

−θ + 2
3
π

−θ − 2
3
π

+

−

Figure 3.5: two copies of C ∪ {∞}

(ii)

(i)

−
+

−
+

−
+

−
+

+

−
+

−
+

−
+

−

∞ 0 θ + 2
3
π −θ + 2

3
π θ −θ θ − 2

3
π−θ − 2

3
π

Figure 3.6: The hyperelliptic Riemann surface M of genus 3
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j is the hyperelliptic involution and it can be considered as 180◦-rotation
around the horizontal axis between (i) and (ii) in Figure 3.6. Setting G =
(1− z2, i(1 + z2), 2z)t dz

w
, we have

j∗G = −G, φ∗G =


1

2

√
3

2
0

−
√
3

2

1

2
0

0 0 −1

G.

Let {Cj}4j=1 be the following key paths on M :

C1 :=

{
(z, w) = (eit, w(t))

∣∣∣∣ t ∈ [θ, −θ +
2

3
π

]
, w
(π
3

)
∈ −e

π
6
iR>0

}
,

C2 := {(z, w) = (−t, i
√

t(t6 + 2 cos(3θ)t3 + 1) ) | t ∈ [0, ∞],
√
∗ > 0},

C3 := {(z, w) = (eit, w(t)) | t ∈ [−θ, θ], w(0) > 0},
C4 := {(z, w) = (t,

√
t(t6 − 2 cos(3θ)t3 + 1) ) | t ∈ [0, ∞],

√
∗ > 0}.

Note that t6 ± 2 cos(3θ)t3 +1 = (t3 ± cos(3θ))2 + sin2(3θ) ≥ 0. Choose C1 as
in Figure 3.7, and we shall determine other paths.

(i)

+

−
+

−
+

−
+

−

∞ 0 θ + 2
3
π −θ + 2

3
π θ −θ θ − 2

3
π −θ − 2

3
π

C1

Figure 3.7: C1 in (i)

Since C1 ∩ φ2(C2) = {(eπ
3
i, −e

π
6
i
√

2 + 2 cos(3θ) )} ̸= ø, φ2(C2) lies on
(i). There exist m, n ∈ {0, 1} such that jm(φ(C2)) − φ2(C2) is homotopic
to jn(C3 − j(C3)), written by jm(φ(C2)) − φ2(C2) ∼ jn(C3 − j(C3)) (see
Figure 3.8).

To determine m and n, we now use their periods. Straightforward calcu-
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(i) (ii)

O

θ

−θ

θ + 2
3
π

θ − 2
3
π

−θ + 2
3
π

−θ − 2
3
π

+

−

C1

O

θ

−θ

θ + 2
3
π

θ − 2
3
π

−θ + 2
3
π

−θ − 2
3
π

+

−φ2(C2)

jm(φ(C2))

jn(C3)

Figure 3.8: jm(φ(C2))− φ2(C2) and jn(C3 − j(C3))

lations yield ∫
C2

1− z2

w
dz = i

∫ ∞

0

1− t2√
t(t6 + 2 cos(3θ)t3 + 1)

dt = 0,∫
C2

i(1 + z2)

w
dz = −

∫ ∞

0

1 + t2√
t(t6 + 2 cos(3θ)t3 + 1)

dt,∫
C2

2z

w
dz = −2i

∫ ∞

0

t√
t(t6 + 2 cos(3θ)t3 + 1)

dt.

Next we compute periods along C3. First we note that(
z2

w

)2

=
1

z3 + 1
z3

− 2 cos(3θ)
=

1

2 cos(3t)− 2 cos(3θ)

on C3. Since 0 < θ ≤ π
6
, we have ( z

2

w
)2 > 0 on C3. Moreover, z2

w
(0) = 1

w(0)
> 0

implies z2

w
> 0 on C3. Set x = 1

2

(
z + 1

z

)
= cos t. Then z3 + 1

z3
= 8x3 − 6x

yields z2

w
= 1√

8x3−6x−2 cos(3θ)
. Hence∫

C3

1− z2

w
dz = −2

∫
C3

z2

w
dx

= −2

∫ 1

cos θ

dx√
8x3 − 6x− 2 cos(3θ)

− 2

∫ cos θ

1

dx√
8x3 − 6x− 2 cos(3θ)

= 0.

Note that
i(1 + z2)

w
dz =

2z2

w

i(z + 1
z
)

z − 1
z

dx

16



and

i(z + 1
z
)

z − 1
z

=
1

tan t
=


− x√

1− x2
(t ∈ [−θ, 0])

x√
1− x2

(t ∈ [0, θ])

Thus we find∫
C3

i(1 + z2)

w
dz =

∫ 1

cos θ

−2xdx√
(8x3 − 6x− 2 cos(3θ))(1− x2)

+

∫ cos θ

1

2xdx√
(8x3 − 6x− 2 cos(3θ))(1− x2)

= −4

∫ 1

cos θ

x√
(8x3 − 6x− 2 cos(3θ))(1− x2)

dx.

Similarly,
2z

w
dz =

4z2

w

1

z − 1
z

dx

and

1

z − 1
z

=
−i

2 sin t
=


i

2
√
1− x2

(t ∈ [−θ, 0])

− i

2
√
1− x2

(t ∈ [0, θ])

imply ∫
C3

2z

w
dz =

∫ 1

cos θ

2idx√
(8x3 − 6x− 2 cos(3θ))(1− x2)

−
∫ cos θ

1

2idx√
(8x3 − 6x− 2 cos(3θ))(1− x2)

= 4i

∫ 1

cos θ

dx√
(8x3 − 6x− 2 cos(3θ))(1− x2)

.

The equation
∫
jm(φ(C2))−φ2(C2)

2z
w
dz =

∫
jn(C3−j(C3))

2z
w
dz yields m = n = 0. So

we have φ(C2)− φ2(C2) ∼ C3 − j(C3). Also, we find∫ ∞

0

t√
t(t6 + 2 cos(3θ)t3 + 1)

dt = 2

∫ 1

cos θ

dx√
(8x3 − 6x− 2 cos(3θ))(1− x2)

.

(3.12)
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Next the equation
∫
φ(C2)−φ2(C2)

i(1+z2)
w

dz =
∫
C3−j(C3)

i(1+z2)
w

dz implies∫ ∞

0

1 + t2√
t(t6 + 2 cos(3θ)t3 + 1)

dt = 8

∫ 1

cos θ

x√
(8x3 − 6x− 2 cos(3θ))(1− x2)

dx.

(3.13)
Furthermore, we obtain the two figures as in Figure 3.9 in the process.

(i)

+

−
+

−

+

−
+

−

∞ 0 θ + 2
3
π −θ + 2

3
π θ −θ θ − 2

3
π −θ − 2

3
π

φ2(C2)

C3

(i)

+

−
+

−
+

−
+

−

∞ 0 θ + 2
3
π −θ + 2

3
π θ −θ θ − 2

3
π −θ − 2

3
π

φ(C2)

Figure 3.9: φ(C2), φ
2(C2), and C3

Since j(C3) ∩ j(C4) = {(1, −
√
2− 2 cos(3θ))} ̸= ø, j(C4) lies on “−”

domain of (i). Thus we find two figures as in Figure 3.10.
Next, we see that there exists m ∈ {0, 1} such that jm(φ(C4))− j(C4) ∼

C1 − j(C1). We shall determine m by periods. To start with, we find∫
C4

1− z2

w
dz =

∫ ∞

0

1− t2√
t(t6 − 2 cos(3θ)t3 + 1)

dt = 0,∫
C4

i(1 + z2)

w
dz = i

∫ ∞

0

1 + t2√
t(t6 − 2 cos(3θ)t3 + 1)

dt,∫
C4

2z

w
dz = 2

∫ ∞

0

t√
t(t6 − 2 cos(3θ)t3 + 1)

dt.

Note that (
z2

w

)2

=
1

z3 + 1
z3

− 2 cos(3θ)
=

1

2 cos(3t)− 2 cos(3θ)

on C1. Since 0 < θ ≤ π
6
, we have ( z

2

w
)2 < 0 on C1. Also, since

z2

w
(π
3
) = e

2
3πi

w(π
3
)
∈

−iR>0, we find z2

w
∈ −iR>0 on C1. Set x = 1

2
(z + 1

z
) = cos t. Then we have
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(i) (ii)

O
θ

−θ

θ + 2
3
π

θ − 2
3
π

−θ + 2
3
π

−θ − 2
3
π

+

−

O
θ

−θ

θ + 2
3
π

θ − 2
3
π

−θ + 2
3
π

−θ − 2
3
π

+

−

j(C4)
j(C4)

(ii)

(i)

−
+

−
+

−
+

−
+

+

−
+

−
+

−
+

−

∞ 0 θ + 2
3
π −θ + 2

3
π θ −θ θ − 2

3
π −θ − 2

3
π

j(C4)

j(C4)

Figure 3.10: j(C4)

z3 + 1
z3

= 8x3 − 6x, and hence z2

w
= − i√

2 cos(3θ)+6x−8x3
. It follows that∫

C1

1− z2

w
dz = −2

∫
C1

z2

w
dx = −2i

∫ cos θ

cos(−θ+ 2
3
π)

dx√
2 cos(3θ) + 6x− 8x3

.

Note that
i(1 + z2)

w
dz =

2z2

w

i(z + 1
z
)

z − 1
z

dx

and
i(z + 1

z
)

z − 1
z

=
1

tan t
=

x√
1− x2

.

So we find∫
C1

i(1 + z2)

w
dz = 2i

∫ cos θ

cos(−θ+ 2
3
π)

x√
(2 cos(3θ) + 6x− 8x3)(1− x2)

dx.

Similarly,
2z

w
dz =

4z2

w

1

z − 1
z

dx
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and
1

z − 1
z

=
−i

2 sin t
= − i

2
√
1− x2

imply ∫
C1

2z

w
dz = 2

∫ cos θ

cos(−θ+ 2
3
π)

dx√
(2 cos(3θ) + 6x− 8x3)(1− x2)

.

The equation
∫
jm(φ(C4))−j(C4)

2z
w
dz =

∫
C1−j(C1)

2z
w
dz yields m = 1, and thus

j(φ(C4))− j(C4) ∼ C1 − j(C1). In the process we also have∫ ∞

0

t√
t(t6 − 2 cos(3θ)t3 + 1)

dt =

∫ cos θ

cos(−θ+ 2
3
π)

dx√
(2 cos(3θ) + 6x− 8x3)(1− x2)

.

(3.14)
The equation

∫
j(φ(C4))−j(C4)

1−z2

w
dz =

∫
C1−j(C1)

1−z2

w
dz implies

√
3

∫ ∞

0

1 + t2√
t(t6 − 2 cos(3θ)t3 + 1)

dt = 8

∫ cos θ

cos(−θ+ 2
3
π)

dx√
2 cos(3θ) + 6x− 8x3

.

(3.15)

Also, it follows from
∫
j(φ(C4))−j(C4)

i(1+z2)
w

dz =
∫
C1−j(C1)

i(1+z2)
w

dz that∫ ∞

0

1 + t2√
t(t6 − 2 cos(3θ)t3 + 1)

dt = 8

∫ cos θ

cos(−θ+ 2
3
π)

x√
(2 cos(3θ) + 6x− 8x3)(1− x2)

dx.

(3.16)

By these arguments, we find Figure 3.11.
Since j(φ2(C1)) ∩ φ(C2) = (−e

2
3
πi, ie

π
3
i
√
2 + 2 cos(3θ)) ̸= ø, we have

Figure 3.12.
There exist m, n ∈ {0, 1} such that φ2(C2) − jm(C2) ∼ jn(φ(C3) −

j(φ(C3))). Since φ(C2) − φ2(C2) ∼ C3 − j(C3), we find φ2(C2) − j(C2) ∼
φ(C3)−j(φ(C3)). Hence we havem = 1 and n = 0. So we obtain Figure 3.13.

Therefore, we can conclude that a canonical homology basis on M can be
given by

A1 = j(φ(C4))− C2, A2 = −C1 + j(C1), A3 = φ2(C1)− j(φ2(C1)),

B1 = −C2 + j(C2), B2 = φ2(C2)− C2, B3 = φ(C2)− C2.
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(ii)

(i)

−
+

−
+

−
+

−
+

+

−
+

−
+

−
+

−

∞ 0 θ + 2
3
π −θ + 2

3
π θ −θ θ − 2

3
π −θ − 2

3
π

j(φ(C4))

j(φ(C4))

Figure 3.11: j(φ(C4))

(i)

+

−
+

−
+

−
+

−

∞ 0 θ + 2
3
π −θ + 2

3
π θ −θ θ − 2

3
π −θ − 2

3
π

j(φ2(C1))

Figure 3.12: j(φ2(C1))

(i)

+

−

+

−
+

−
+

−

∞ 0
θ + 2

3
π −θ + 2

3
π
θ −θ θ − 2

3
π −θ − 2

3
π

j(C2)

φ(C3)

Figure 3.13: j(C2) and φ(C3)

(ii)

(i)
A1 A2

A3

B1
B2

B3

Figure 3.14: a canonical homology basis on M
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By setting

A =
1

2

∫ ∞

0

1 + t2√
t(t6 + 2 cos(3θ)t3 + 1)

dt,

B =
1

2

∫ ∞

0

1 + t2√
t(t6 − 2 cos(3θ)t3 + 1)

dt,

C = 2

∫ ∞

0

t√
t(t6 − 2 cos(3θ)t3 + 1)

dt,

D = 2

∫ ∞

0

t√
t(t6 + 2 cos(3θ)t3 + 1)

dt,

and (3.12)–(3.16), the complex period matrix(∫
A1

G,

∫
A2

G,

∫
A3

G,

∫
B1

G,

∫
B2

G,

∫
B3

G

)
is obtained by−

√
3iB

√
3iB

√
3iB 0 −

√
3A −

√
3A

2A− iB −iB iB 4A 3A A
C + iD −2C 2C 2iD 0 2iD

 .

Taking real and imaginary parts of this, we find two lattices defined by

Λ =

2
√
3A

√
3A 0

0 A 0
0 0 C

 , Λ′ =

2
√
3B

√
3B 0

0 B 0
0 0 D

 .

As a result, we obtain a conformal minimal immersion of M

f :M −→ R3/Λ

p 7−→ ℜ
∫ p

p0

(1− z2, i(1 + z2), 2z)t
dz

w

and this immersion gives hCLP family. Moreover, the conjugate surface

f :M −→ R3/Λ′

p 7−→ ℜ
∫ p

p0

i(1− z2, i(1 + z2), 2z)t
dz

w

is also well-defined.
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4 Examples in Theorem 1.1

In this section, we introduce three-parameter family of minimal surfaces
which belongs to Meeks’ family. This family contains CLP surface and we
deform from CLP surface to Rodŕıguez’ standard example. Then we further
deform from Rodŕıguez’ standard example to a singly periodic Riemann’s
minimal surface.

For z1, z2, z3 ∈ R, let M be the hyperelliptic Riemann surface of genus 3
defined by

w2 = z
3∏

j=1

(z − zj)

(
z +

1

zj

)
. (4.1)

We may assume that 0 < z1 < z3 < z2 < ∞. We now consider the following
conformal minimal embeddings of M which belong to Meeks’ family for the
case a4 = 0 or a4 = ∞ in Example 2.1:

f(p) = ℜ
∫ p

p0

 1− z2

i(1 + z2)
2z

 dz

w
, f ∗(p) = ℑ

∫ p

p0

 1− z2

i(1 + z2)
2z

 dz

w
. (4.2)

By letting z3 tends to z1, (4.1) is written as

w2 = z(z − z1)
2(z − z2)

(
z +

1

z1

)2(
z +

1

z2

)
.

Setting w = (z− z1)
(
z + 1

z1

)
v, we find that M tends to the torus T defined

by

v2 = z(z − z2)

(
z +

1

z2

)
.

By this reparametrization, (4.2) takes the form

fT (p) = ℜ
∫ p

p0

 1− z2

i(1 + z2)
2z

 dz

(z − z1)

(
z +

1

z1

)
v

, (4.3)

f ∗
T (p) = ℑ

∫ p

p0

 1− z2

i(1 + z2)
2z

 dz

(z − z1)

(
z +

1

z1

)
v

, (4.4)
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on T \ {(z1, ∗), (−1/z1, ∗)}.
We now show that both of the above surfaces belong to Rodŕıguez stan-

dard example. Since 0 < z1 < z2 < ∞, there exists φ, θ ∈ (0, π/2) so that

z1 = tanφ, z2 = tan θ.

We set

λ = cot
θ

2
.

Let Tθ be a torus defined by

y2 = (x2 + λ2)(x2 + 1/λ2).

Then we can identify T and Tθ with the biholomorphism

Tθ ∋ (x, y) 7→ (z, v) = (z(x), v(x, y)) =

(
−λx+ i

x+ iλ
,−i

(1 + λ2)
√
z2

2(x+ iλ)2
y

)
∈ T.

It is easy to verify that
dz

v
=

2
√
z2

dy

x
, thus (4.3) and (4.4) take the form

fT (p) =
2

√
z2
ℜ
∫ p

p0

 1− z2

i(1 + z2)
2z

 dx

(z − z1)

(
z +

1

z1

)
y

, (4.5)

f ∗
T (p) =

2
√
z2
ℑ
∫ p

p0

 1− z2

i(1 + z2)
2z

 dx

(z − z1)

(
z +

1

z1

)
y

, (4.6)

on Tθ \ z−1({z1,−1/z1}). Now we rotate the surfaces by acting

A =

 cos 2φ 0 sin 2φ
0 1 0

− sin 2φ 0 cos 2φ

 ∈ SO(3).

Then the unit normal vectors are also rotate and

g(x) = (π ◦ A ◦ π−1)(z(x)) =
cosφ · z(x)− sinφ

sinφ · z(x) + cosφ
=

z(x)− z1
z1z(x) + 1

(4.7)

24



becomes the new Gauss map for both AfT and Af ∗
T , where π : S2 → C∪{∞}

is the stereographic projection from the north pole S2. By straightforward
calculations yield that

AfT (p) =
2z1

(1 + z21)
√
z2
ℜ
∫ p

p0

 1− g2

i(1 + g2)
2g

 dx

gy
, (4.8)

Af ∗
T (p) =

2z1
(1 + z21)

√
z2
ℑ
∫ p

p0

 1− g2

i(1 + g2)
2g

 dx

gy
. (4.9)

on Tθ \ g−1({0,∞}). On the other hand, up to homothety, Rodŕıguez’ stan-
dard example with α = 0 is given by

fR(p) = ℜ
∫ p

p0

 1− g2R
i(1 + g2R)

2gR

 dx

gRy

on Tθ \ g−1
R ({0,∞}), where

gR =
−ix+ tan(β/2)

tan(β/2) · x− i
.

If we rotate the surface by acting

B =

0 −1 0
1 0 0
0 0 1

 ∈ SO(3),

then

g = igR =
x+ i tan(β/2)

tan(β/2) · x− i
(4.10)

becomes the Gauss map for BfR, and we see that

BfR(p) = ℜ
∫ p

p0

 1− g2

i(1 + g2)
2g

 dx

gy
(4.11)

on Tθ \ g−1({0,∞}). Comparing (4.7) and (4.8) with (4.10) and (4.11), we
see that (4.8) belongs to Rodŕıguez’ standard example with

θ = tan−1 z2, α = 0, β = 2 tan−1 z1λ− 1

λ+ z1
.
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Moreover, since the space of Rodŕıguez’ standard example is self-conjugate as
remarked in Example 2.2, (4.9) also belongs to Rodŕıguez’ standard example.

Next we shall show that both of the families defined by (4.1) and (4.2)
contain CLP surface. Here we only show the right hand side in (4.2) contains
CLP surface. The other side can be shown by similar way. Set α = − z−i

z+i

and αj =
−zj+i

zj+i
. Then we have z = i(−α+1)

α+1
, and thus (4.1) takes the form

{i(α + 1)4w}2 = (α− 1)(α+ 1)
3∏

j=1

{
(zj + i)2

zj
(α− αj)(α + αj)

}
. (4.12)

By setting

iβ

√√√√ 3∏
j=1

(zj + i)2

zj
= (α + 1)4w

for suitable branches, (4.12) can be written as

β2 = (α− 1)(α+ 1)
3∏

j=1

{(α− αj)(α + αj)}. (4.13)

Let M̃ be the Riemann surface defined by (4.13). On the other hand, (4.2)
takes the form

f(p) =

0 −1 0
0 0 1
1 0 0

ℜ
∫ p

p0

4√∏3
j=1

(zj+i)2

zj

 1− α2

i(1 + α2)
2α

 dα

β
.

Now we set f̃(p) =

0 −1 0
0 0 1
1 0 0

ℜ
∫ p

p0

 1− α2

i(1 + α2)
2α

 dα

β
. For θ = π

2
+
∑3

j=1
argαj

2
,

we take an associate surface f̃θ at angle θ of f̃ :

f̃θ(p) = ℜ
∫ p

p0

eiθ

 1− α2

i(1 + α2)
2α

 dα

β
.

By the biholomorphism M̃ → M defined by (α, β) 7→ (z, w) as the above,
we have the following diagram:

26



M

M̃ R3-

3

s

f∼=

f̃θ

⟳

For the case z1 = tan π
8
, z2 = tan 3

8
π, and z3 = tan π

4
, M̃ is defined by

β2 = α8−1 and θ = 5
4
π. By setting α = e

π
8
iX and β = iY , M̃ is transformed

to the Riemann surface given by Y 2 = X8 + 1. Moreover, we find

eiθ

 1− α2

i(1 + α2)
2α

 dα

β
= −

cos π
8

− sin π
8

0
sin π

8
cos π

8
0

0 0 1

 1−X2

i(1 +X2)
2X

 dX

Y

and therefore, we have CLP surface.
Figures 4.1 and 4.2 show the deformations from Schwarz’ CLP surfaces

(4.2) into Rodŕıguez standard examples.
Furthermore, we consider deformations of fT and f ∗

T given by (4.3) and
(4.4) as z1 → 0. Straightforward calculation yields

1

z1
fT (p) = ℜ

∫ p

p0

 1− z2

i(1 + z2)
2z

 dz

(z − z1) (z1z + 1) v
, (4.14)

1

z1
f ∗
T (p) = ℑ

∫ p

p0

 1− z2

i(1 + z2)
2z

 dz

(z − z1) (z1z + 1) v
. (4.15)

For the case z1 = 0, we have Riemann’s minimal examples. Figures 4.3 and
4.4 show these deformations.

Remark 4.1. We set

f̂T (p) = lim
z1→0

1

z1
fT (p) = ℜ

∫ p

p0

 1− z2

i(1 + z2)
2z

 dz

zv
, (4.16)

f̂ ∗
T (p) = lim

z1→0

1

z1
f ∗
T (p) = ℑ

∫ p

p0

 1− z2

i(1 + z2)
2z

 dz

zv
. (4.17)
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f for (z1, z2, z3) = (
√
2− 1,

√
2 + 1, 1) (Schwarz’ CLP)

f for (z1, z2, z3) = (
√
2− 1,

√
2 + 1, 0.6)

f for (z1, z2, z3) = (
√
2− 1,

√
2 + 1, 0.42)

fT for (z1, z2) = (
√
2− 1,

√
2 + 1) (Rodŕıguez)

Figure 4.1: Deformation from f to fT as z3 → z1.
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f ∗ for (z1, z2, z3) = (
√
2− 1,

√
2 + 1, 1) (Schwarz’ CLP)

f ∗ for (z1, z2, z3) = (
√
2− 1,

√
2 + 1, 0.6)

f ∗ for (z1, z2, z3) = (
√
2− 1,

√
2 + 1, 0.42)

f ∗
T for (z1, z2) = (

√
2− 1,

√
2 + 1) (Rodŕıguez)

Figure 4.2: Deformation from f ∗ to f ∗
T as z3 → z1.
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1

z1
fT for (z1, z2) = (

√
2− 1,

√
2 + 1)

1

z1
fT for (z1, z2) = (0.2,

√
2 + 1)

lim
z1→0

1

z1
fT for z2 =

√
2 + 1 (Riemann)

Figure 4.3: Deformation of 1
z1
fT as z1 → 0.
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1

z1
f ∗
T for (z1, z2) = (

√
2− 1,

√
2 + 1)

1

z1
f ∗
T for (z1, z2) = (0.1,

√
2 + 1)

lim
z1→0

1

z1
f ∗
T for z2 =

√
2 + 1 (Riemann)

Figure 4.4: Deformation of 1
z1
f ∗
T as z1 → 0.
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It is known that
√
z2f̂T (resp.

√
z2f̂

∗
T ) converges to the helicoid (resp.

catenoid) as z2 → ∞. See [4]. Figure 4.5 shows these deformations.
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