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1 Introduction

We work in the Euclidean spaceRn, wheren ≥ 3. By GΩ, we denote the Green func-
tion for a domainΩ, that is, for eachy ∈ Ω, the functionGΩ(·, y) is the distributional
solution to−∆f = δy in Ω andf = 0 at all Dirichlet regular boundary points ofΩ
(in addition, it is bounded near irregular points). We writeδΩ(x) for the distance from
x ∈ Ω to the Euclidean boundary∂Ω of Ω. By the symbolA, we denote an absolute
positive constant whose value is unimportant and may change from line to line. If nec-
essary, we useA0, A1, · · · to specify them. For two positive functionsf1 andf2, we
write f1 ≈ f2 if there exists a constantA ≥ 1 such thatA−1f1 ≤ f2 ≤ Af1. The
constantA will be called the constant of comparison.

The first purpose of the present paper is to show 3G inequalities in a cone by de-
riving a sharp global estimate for the Green function. Bogdan [7] and Hansen [11]
proved in a bounded Lipschitz domainΩ that if we fix x0 ∈ Ω and let g(x) =
min{1, GΩ(x, x0)}, then

GΩ(x, y) ≈ g(x)g(y)
g(b)2

|x − y|2−n for x, y ∈ Ω andb ∈ B0(x, y), (1.1)
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whereB0(x, y) is, roughly speaking, the set of pointsb in Ω that lie betweenx andy
and satisfyδΩ(b) ≈ max{δΩ(x), δΩ(y), |x − y|}. See [7, p. 328] or Section 3 for the
precise definition. Estimates of such a kind will play important roles when we treat the
Green function. In fact, the following 3G inequality can be shown from (1.1). There
exists a constantA such that

GΩ(x, y)GΩ(y, z)
GΩ(x, z)

≤ A(|x − y|2−n + |y − z|2−n) for x, y, z ∈ Ω. (1.2)

Before the estimate (1.1), the 3G inequality was proved by Cranston, Fabes and Zhao
[8] to study the conditional gauge theory for the Schrödinger operator. Recently,
Aikawa and Lundh [4] extended (1.2) to a bounded uniformly John domain, and gave
some counterexample to (1.2). See also [12]. The constants appearing in (1.1) and
(1.2) depend on the diameter of a domain, and it seems that there is no results such
as (1.1) and (1.2) in “unbounded” domains with no explicit expressions of the Green
functions. We shall find and establish a sharp global estimate for the Green function
and 3G inequalities in particular unbounded domains, cones. We note that unbounded
domains do not have (1.1) in general. For instance, considering the half spaceΩ =
{(x1, · · · , xn) : xn > 0} andx0 = (0, · · · , 0, 1), we see thatGΩ(rx0, x0) ≈ r1−n

andg(rx0)g(x0)g(br)−2|rx0 − x0|2−n ≈ g(rx0)r2−n ≈ r3−2n for r > 0 sufficiently
large andbr ∈ B(rx0, x0). Therefore it is interesting to find a sharp global estimate for
the Green function in a cone. Indeed, we will establish (1.1) using the Martin kernel
at infinity instead ofg. Our results will be stated in Section 3. As one of applications
of a 3G inequality, we shall give equivalent conditions for measuresν to satisfy the
generalized Cranston-McConnell inequality:∫

Ω

GΩ(x, y)u(y)dν(y) ≤ Au(x)

for all x ∈ Ω and all positive superharmonic functionsu in Ω. We will see that if this
inequality holds only for the Martin kernel at infinity, then one holds for all positive
superharmonic functions.

The second purpose is to show the existence of infinitely many continuous solutions
to the following nonlinear Schrödinger problem in a coneΩ:

∆u − µu = f(·, u) in Ω (in the sense of distributions),

u > 0 in Ω,

u = 0 on∂rΩ,

(1.3)

whereµ andf are respectively a signed measure onΩ and a Borel measurable func-
tion in Ω × (0, +∞) with suitable properties stated in Section 5, and∂rΩ is the set of
all Dirichlet regular points of∂Ω. Zhang and Zhao [18] studied (1.3) withµ = 0 in
a bounded Lipschitz domain containing the origin and showed, using the 3G inequal-
ity (1.2), the existence of singular solutions with the growth| · |2−n near the origin.
The existence of bounded solutions in an unbounded domain with a compact Lipschitz
boundary was investigated in [19]. Bachar, Mâagli and Zribi [6] studied (1.3) with
µ = 0 in the half space and showed the existence of solutions with the growthxn near
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infinity. Their discussion was based on the explicit expression of the Green function.
Thus our purpose is to extend their result to cones by applying our sharp estimates for
the Green function. In particular, we shall show the existence of solutions with the
same growth as the Martin kernel at infinity. Note that a solution to (1.3) with the same
“decay” at infinity as one to the linear equation∆v − µv = 0 was studied in [15].

The following notations will be used in this paper. ByB(x, r) andS(x, r), we
denote the open ball and the sphere of centerx and radiusr, respectively. Whenx is
the origin, we writeB(r) = B(x, r) andS(r) = S(x, r) for simplicity. A cone we
consider is an unbounded domain of the form

Γ =
{

x ∈ Rn \ {0} :
x

|x|
∈ ω

}
,

whereω is some relatively open subset ofS(1). In particular, we will consider uniform
cones. See Section 2.

The plan of this paper is as follows. In Section 2, we shall collect definitions of
a uniform cone and the Martin kernel, and give elementary and useful properties. We
also state our key tools: the Carleson estimate and the boundary Harnack principle. In
Section 3, we shall establish a sharp global estimate for the Green function in a uniform
cone, and show new and classical 3G inequalities. Also, other inequalities that used in
subsequent sections will be proved. In Section 4, we shall give a characterization of
measures that enjoy the generalized Cranston-McConnell inequality, as an application
of the new 3G inequality. We also introduce a certain class of measures which is bigger
than the classical Kato class, and give some properties. In Section 5, we investigate
(1.3) in a uniform cone.

2 Preliminaries

2.1 Uniform cones

We first state the definition of a uniform cone. A coneΓ in Rn is said to be auniform
coneif there exists a constantA0 ≥ 1 such that each pair of pointsx andy in Γ∩B(1)
can be connected by a rectifiable curveγ in Γ for which

`(γ) ≤ A0|x − y|,
min{`(γ(x, z)), `(γ(z, y))} ≤ A0δΓ(z) for all z ∈ γ,

(2.1)

where`(γ(x, z)) denotes the length of the subarcγ(x, z) of γ from x to z, andδΓ(z)
stands for the distance fromz to ∂Γ. We note that a uniform cone is a uniform domain
in the sense of [10].

Lemma 2.1. If Γ is a uniform cone, then each pair of pointsx and y in Γ can be
connected by a rectifiable curveγ in Γ satisfying(2.1)with the same constantA0.

Proof. Let x, y ∈ Γ and letr > max{|x|, |y|}. Thenx/r, y/r ∈ Γ ∩ B(1). By
assumption, there is a curveγ in Γ connectingx/r to y/r such that (2.1) holds forx/r
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andy/r in place ofx andy. Letγr = {rz : z ∈ γ}. Thenγr is a curve inΓ connecting
x to y. It also follows that̀ (γr) = r`(γ) ≤ A0|x − y| and that forw ∈ γr,

min{`(γr(x, w)), `(γr(w, y))} = r min{`(γ(x/r, w/r)), `(γ(w/r, y/r))}
≤ rA0δΓ(w/r) = A0δΓ(w).

Thus the lemma is proved.

2.2 Quasi-hyperbolic metric and Harnack inequality

We state the Harnack inequality involving the quasi-hyperbolic metric in a uniform
cone. The quasi-hyperbolic metric onΓ is defined by

kΓ(x, y) = inf
γ

∫
γ

ds(z)
δΓ(z)

,

where the infimum is taken over all rectifiable curvesγ in Γ connectingx to y, andds
stands for the line element onγ. Note from [10] that a uniform cone is characterized
in terms of the quasi-hyperbolic metric:

kΓ(x, y) ≤ A log
[(

|x − y|
δΓ(x)

+ 1
)(

|x − y|
δΓ(y)

+ 1
)]

+ A for x, y ∈ Γ. (2.2)

We also note from [3, Lemma 7.2] that ifz ∈ Γ, then

kΓ\{z}(x, y) ≤ 3kΓ(x, y) + π for x, y ∈ Γ \ B(z, 2−1δΓ(z)).

A finite sequence of balls{B(xj , 2−1δΓ(xj))}M
j=1 in Γ is called a Harnack chain of

lengthM joining x andy if x1 = x, xM = y, andxj+1 ∈ B(xj , 2−1δΓ(xj)) for
j = 1, · · · ,M − 1. We observe that the shortest length of the Harnack chain joiningx
andy is comparable tokΓ(x, y)+1. Therefore there exists a constantA ≥ 1 depending
only onΓ such that

exp(−A(kΓ(x, y) + 1)) ≤ h(x)
h(y)

≤ exp(A(kΓ(x, y) + 1)) for x, y ∈ Γ, (2.3)

wheneverh is a positive harmonic function inΓ. As a consequence, we can obtain the
following lemma.

Lemma 2.2. LetΓ be a uniform cone, and leth be a positive harmonic function inΓ.
If x, y ∈ Γ satisfy|x − y| ≤ A3 min{δΓ(x), δΓ(y)} for someA3 > 0, then

h(x) ≈ h(y) and GΓ(x, y) ≈ |x − y|2−n,

where the constants of comparisons depend only onA3 andΓ.

4



2.3 Carleson estimate and Boundary Harnack principle

We next state the Carleson estimate and the boundary Harnack principle. We say that
a property holds quasi-everywhere if it holds apart from a polar set. The following
lemma is found in [2, Theorem 1 and Remark 2].

Lemma 2.3. LetΓ be a uniform cone. Then there exist positive constantsr1 andA1 <
1 depending only onΓ with the following properties: Letξ ∈ ∂Γ and 0 < r ≤ r1.
If h1 andh2 are positive bounded harmonic functions inΓ ∩ B(ξ, r) vanishing quasi-
everywhere on∂Γ ∩ B(ξ, r), then

h1(x)
h2(x)

≈ h1(x′)
h2(x′)

for x, x′ ∈ Γ ∩ B(ξ,A1r),

where the constant of comparison depends only onΓ. Moreover, ifz is an arbitrary
point inΓ ∩ S(ξ,A1r) such thatδΓ(z) ≥ A2r for someA2 > 0, then

h1(x) ≤ Ah1(z) for x ∈ Γ ∩ B(ξ,A1r),

where the constantA depends only onA2 andΓ.

Remark2.4. In arguments below, a constantA2 in Lemma 2.3 will be implicitly taken
as2−1A−1

0 A1. The existence of a pointz ∈ Γ ∩ S(ξ,A1r) with δΓ(z) ≥ 2−1A−1
0 A1r

can be shown as follows. Letx ∈ Γ ∩ S(ξ, 2−1A1r) andy ∈ Γ ∩ S(ξ, 2A1r). By
Lemma 2.1, there exists a curveγ in Γ connectingx to y with the properties in (2.1).
Then a pointz ∈ γ ∩ S(ξ,A1r) satisfiesδΓ(z) ≥ 2−1A−1

0 A1r.

2.4 Martin kernels

We finally state the definition of the Martin kernels. LetΩ be a unbounded domain in
Rn. Recall thatGΩ is the Green function forΩ. We fix x0 ∈ Ω (the reference point).
Let ξ ∈ ∂Ω ∪ {∞}, and let{yj} be a sequence inΩ converging toξ. Then we see
that some subsequence of{GΩ(·, yj)/GΩ(x0, yj)}j converges to a positive harmonic
function inΩ. All limit functions obtained in this way are calledMartin kernels atξ.
When we consider a coneΓ, the reference pointx0 is taken inΓ ∩ S(1).

Lemma 2.5. If Γ is a uniform cone, then for eachξ ∈ ∂Γ∪{∞}, there exists a unique
(minimal) Martin kernelKΓ(·, ξ) at ξ. Moreover, there exist a non-negative constant
α and a positive bounded continuous functionθ onΓ ∩ S(1) such that

KΓ(x, 0) = |x|2−n−αθ(x/|x|) and KΓ(x,∞) = |x|αθ(x/|x|). (2.4)

Proof. The first assertion forξ ∈ ∂Γ is found in [2, Theorem 3]. By the Kelvin
transform, we also observe that there is a unique (minimal) Martin kernel at∞. The
representation (2.4) can be obtained in a similar way as in [13, p. 472].

It is noteworthy that ifΓ is a uniform cone, then forr > 0,

GΓ(x, y) = r2−nGΓ(x/r, y/r) and KΓ(x,∞) = rαKΓ(x/r,∞). (2.5)
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We also see from (2.2) and (2.3) that there exist positive constantsA andβ ≥ 1 such
that

θ(z) ≥ AδΓ(z)β for z ∈ Γ ∩ S(1). (2.6)

Note that ifΓ ∩ S(1) has aC1,1-boundary, then we can takeβ = 1.

3 Sharp estimates for the Green function and 3G in-
equalities

Throughout this section, we suppose thatΓ is a uniform cone inRn with n ≥ 3.
To obtain (1.1) in a bounded Lipschitz domainΩ, Bogdan [7] definedB0(x, y) as
the set of all pointsb in Ω such thatB(b, κ0r) ⊂ Ω ∩ B(x, 3r) ∩ B(y, 3r) if r :=
max{δΩ(x), δΩ(y), |x − y|} ≤ r2, andB0(x, y) = S(x0, r2) if r > r2, whereκ0

andr2 are some fixed positive constants. We know thatB0(x, y) plays a good role
essentially whenδΩ(x) andδΩ(y) are much smaller than|x − y|. From this view, we
adopt the following somewhat simpler definition. Letκ ≥ 1. Forx, y ∈ Γ, we define

B(x, y) =
{

b ∈ Γ : max{|x − b|, |b − y|} ≤ κ|x − y| andδΓ(b) ≥ |x − y|
κ

}
.

Although this definition does not possess the relation betweenδΓ(b) andmax{δΓ(x), δΓ(y)},
we have the following.

Proposition 3.1. Let x, y ∈ Γ, and letA0 be the constant in(2.1). The following
statements hold.

(i) If κ ≥ 2A0, thenB(x, y) is non-empty, andB(x, y) = B(y, x).

(ii) If b ∈ B(x, y), thenδΓ(b) ≥ (2κ2)−1 max{δΓ(x), δΓ(y)} and|b| ≥ (2κ2)−1 max{|x|, |y|}.

(iii) If r > 0, thenB(rx, ry) = {b ∈ Γ : b/r ∈ B(x, y)}.

Proof. (i) Let x, y ∈ Γ. By Lemma 2.1, there exists a curveγ in Γ connectingx to y
such that̀ (γ) ≤ A0|x − y| andmin{|x − z|, |z − y|} ≤ A0δΓ(z) for all z ∈ γ. Let b
be a point inγ such that|x − b| = |b − y|. Then

max{|x − b|, |b − y|} ≤ `(γ) ≤ A0|x − y|,
δΓ(b) ≥ A−1

0 |x − b| ≥ (2A0)−1|x − y|.

HenceB(x, y) is non-empty wheneverκ ≥ 2A0. The symmetry ofB(x, y) is clear
from the definition.

(ii) We first showδΓ(b) ≥ (2κ2)−1 max{δΓ(x), δΓ(y)}. By symmetry, it suffices
to proveδΓ(b) ≥ (2κ2)−1δΓ(x). Suppose to the contrary that there isb ∈ B(x, y)
such thatδΓ(b) < (2κ2)−1δΓ(x). Then |x − y| ≤ κδΓ(b) ≤ (2κ)−1δΓ(x), and so
|x − b| ≤ κ|x − y| ≤ 2−1δΓ(x). Hence

δΓ(b) ≥ δΓ(x) − |x − b| ≥ 2−1δΓ(x) ≥ (2κ2)−1δΓ(x).
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This is a contradiction. We next show|b| ≥ (2κ2)−1 max{|x|, |y|}. It is enough to
prove |b| ≥ (2κ2)−1|x|. Suppose to the contrary that there isb ∈ B(x, y) such that
|b| < (2κ2)−1|x|. Then|x−y| ≤ (2κ)−1|x| sinceδΓ(b) ≤ |b|, and so|x−b| ≤ 2−1|x|.
Hence

|b| ≥ |x| − |x − b| ≥ 2−1|x| ≥ (2κ)−1|x|.

This is a contradiction.
(iii) Since δΓ(rb) = rδΓ(b) and|rx − ry| = r|x − y|, we can obtain (iii) immedi-

ately.

Our sharp global estimate for the Green function inΓ is as follows.

Theorem 3.2. For x, y ∈ Γ andb ∈ B(x, y),

GΓ(x, y) ≈ KΓ(x,∞)KΓ(y,∞)
KΓ(b,∞)2

|x − y|2−n, (3.1)

where the constant of comparison depends only onκ andΓ.

Proof. We first show (3.1) forx, y ∈ Γ ∩ B(1) andb ∈ B(x, y). We may assume by
symmetry thatδΓ(x) ≤ δΓ(y). Let A4 = A−1

1 max{5, 2r−1
1 }, where0 < A1 < 1 and

r1 > 0 are the constants in Lemma 2.3. We consider two cases:|x − y| ≤ A4δΓ(x)
and|x − y| > A4δΓ(x).

Case 1: |x− y| ≤ A4δΓ(x). Since|x− b| ≤ κ|x− y| ≤ κ2δΓ(b) by the definition
of B(x, y), it follows from Lemma 2.2 that

KΓ(b,∞) ≈ KΓ(x,∞) ≈ KΓ(y,∞) and GΓ(x, y) ≈ |x − y|2−n.

Hence we obtain (3.1) in this case.
Case 2: |x − y| > A4δΓ(x). Note from our choice ofA4 that

A−1
1 A−1

4 |x − y| ≤ 2A−1
1 A−1

4 ≤ r1.

Let ξ ∈ ∂Γ be a point such thatδΓ(x) = |x − ξ|. Then

|y − ξ| ≥ |x − y| − |x − ξ| ≥ (1 − A−1
4 )|x − y| ≥ A−1

1 A−1
4 |x − y|.

We takex1 ∈ Γ ∩ S(ξ,A−1
4 |x − y|) with δΓ(x1) ≈ |x − y| (cf. Remark 2.4). By

Lemma 2.3, we have
GΓ(x, y)
KΓ(x,∞)

≈ GΓ(x1, y)
KΓ(x1,∞)

. (3.2)

We takey1 as follows. If δΓ(y) ≥ A−1
4 |x − y|, then we lety1 = y. If δΓ(y) <

A−1
4 |x − y|, then, lettingη ∈ ∂Γ be a point such thatδΓ(y) = |y − η|, we take

y1 ∈ Γ ∩ S(η,A−1
4 |x − y|) with δΓ(y1) ≈ |x − y|. Note in the latter case that

|x1 − η| ≥ |x − y| − |x − x1| − |y − η| ≥ (1 − 3A−1
4 )|x − y| ≥ A−1

1 A−1
4 |x − y|.

We have by Lemma 2.3
GΓ(x1, y)
KΓ(y,∞)

≈ GΓ(x1, y1)
KΓ(y1,∞)

. (3.3)
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This is true for any pairs ofy andy1. Since|x1−y1| ≈ |x−y| ≤ Amin{δΓ(x1), δΓ(y1)},
it follows from Case 1 that forb1 ∈ B(x1, y1),

GΓ(x1, y1) ≈
KΓ(x1,∞)KΓ(y1,∞)

KΓ(b1,∞)2
|x − y|2−n. (3.4)

Note thatδΓ(b1) ≥ κ−1|x1 − y1| ≈ |x − y| and

|b− b1| ≤ |b−x|+ |x−x1|+ |x1 − b1| ≤ (κ+2A−1
4 )|x− y|+κ|x1 − y1| ≈ |x− y|,

and so|b − b1| ≤ Amin{δΓ(b), δΓ(b1)}. Therefore Lemma 2.2 yields that

KΓ(b1,∞) ≈ KΓ(b,∞). (3.5)

Combining (3.2), (3.3), (3.4) and (3.5), we obtain (3.1) in this case. Thus (3.1) holds
for x, y ∈ Γ ∩ B(1) andb ∈ B(x, y).

Finally, to establish (3.1) for allx, y ∈ Γ andb ∈ B(x, y), we letr > max{|x|, |y|}.
Thenx/r, y/r ∈ Γ ∩ B(1) andb/r ∈ B(x/r, y/r) by Proposition 3.1. Therefore we
have from the above observation

GΓ(x/r, y/r) ≈ KΓ(x/r,∞)KΓ(y/r,∞)
KΓ(b/r,∞)2

∣∣∣x
r
− y

r

∣∣∣2−n

.

Hence (3.1) follows from (2.5). Thus the proof is complete.

In what follows, we takeκ = 2A0 but we continue to use the symbolκ. If x and
y are separated enough, then the Green function is comparable to the product of the
Martin kernels at the origin and at infinity.

Corollary 3.3. For x, y ∈ Γ with 2|y| ≤ |x|,

GΓ(x, y) ≈ |x|2−n−2αKΓ(x,∞)KΓ(y,∞) = KΓ(x, 0)KΓ(y,∞),

where the constant of comparison depends only onΓ.

Proof. Let x, y ∈ Γ satisfy2|y| ≤ |x|, and letb ∈ B(x, y). Then

(2κ)−1|x| ≤ κ−1|x − y| ≤ δΓ(b) ≤ |b| ≤ |b − x| + |x| ≤ κ|x − y| + |x| ≤ 3κ|x|,

and soδΓ(b/|b|) = |b|−1δΓ(b) ≥ (6κ2)−1. It follows from Lemma 2.5 thatKΓ(b,∞) ≈
|b|α ≈ |x|α. Hence we obtain from Theorem 3.2 and (2.4) that

GΓ(x, y) ≈ KΓ(x,∞)KΓ(y,∞)|x|2−n−2α = KΓ(x, 0)KΓ(y,∞).

Thus the corollary follows.

As an important application of Theorem 3.2, we obtain the following 3G inequality.

Theorem 3.4(New 3G inequality). There exists a constantA depending only onΓ
such that forx, y, z ∈ Γ,

GΓ(x, y)GΓ(y, z)
GΓ(x, z)

≤ A

(
KΓ(y,∞)
KΓ(x,∞)

GΓ(x, y) +
KΓ(y,∞)
KΓ(z,∞)

GΓ(y, z)
)

. (3.6)
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Proof. We may assume by (2.5) and symmetry thatx, y, z ∈ Γ ∩ B(1) and|x − y| ≤
|y − z|. It is enough to show that

GΓ(y, z)
GΓ(x, z)

≤ A
KΓ(y,∞)
KΓ(x,∞)

. (3.7)

Let bx,z ∈ B(x, z) andby,z ∈ B(y, z). Since|x− z| ≤ |x− y|+ |y − z| ≤ 2|y − z|, it
follows from Theorem 3.2 that

GΓ(y, z)
GΓ(x, z)

≤ A

(
KΓ(bx,z,∞)
KΓ(by,z,∞)

)2
KΓ(y,∞)
KΓ(x,∞)

.

We claim that
KΓ(bx,z,∞)
KΓ(by,z,∞)

≤ A. (3.8)

To show this, we letA5 = 3κA−1
1 andr = A5 max{|y − z|, δΓ(z)}. We consider two

cases:r ≥ r1 andr < r1. Here0 < A1 < 1 andr1 > 0 are the constants in Lemma
2.3.

Case 1: r ≥ r1. Since |bx,z| ≤ 1 + 2κ, it follows from Lemma 2.5 that
KΓ(bx,z,∞) ≤ A. Also, we haveKΓ(by,z,∞) ≥ A > 0 because ofδΓ(by,z) ≥
(2κ2)−1A−1

5 r1 by Proposition 3.1. Hence (3.8) holds in this case.
Case 2: r < r1. Let ζ ∈ ∂Γ be a point such thatδΓ(z) = |z − ζ|. Then

|bx,z − ζ| ≤ |bx,z − z|+ |z − ζ| ≤ (2κ + 1)A−1
5 r ≤ A1r. We takew ∈ Γ∩S(ζ,A1r)

with δΓ(w) ≈ r. Note that

|w − by,z| ≤ |w − ζ| + |ζ − z| + |z − by,z| ≤ (A1 + (1 + κ)A−1
5 )r

≤ A min{δΓ(w), δΓ(by,z)},

sinceδΓ(by,z) ≥ (2κ2)−1A−1
5 r by Proposition 3.1. Hence Lemmas 2.3 and 2.2 yield

that
KΓ(bx,z,∞) ≤ AKΓ(w,∞) ≈ KΓ(by,z,∞).

Hence (3.8) holds. Thus the theorem is proved.

Theorem 3.5. There exists a constantA depending only onΓ such that forx, y ∈ Γ,

GΓ(x, y)KΓ(y,∞)
KΓ(x,∞)

≤ A|x − y|2−n. (3.9)

Proof. We may assume by (2.5) thatx, y ∈ Γ ∩ B(1). Let b ∈ B(x, y). Then we have
by Theorem 3.2

GΓ(x, y)KΓ(y,∞)
KΓ(x,∞)

≈
(

KΓ(y,∞)
KΓ(b,∞)

)2

|x − y|2−n.

To obtain (3.9), it suffices to showKΓ(y,∞)/KΓ(b,∞) ≤ A. This can be proved in
a similar way as in the proof of Theorem 3.4. For the reader’s convenience, we give
a proof. Letr = A5 max{|x − y|, δΓ(y)}, whereA5 = 3κA−1

1 . If r ≥ r1, then
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δΓ(b) ≥ (2κ2)−1A−1
5 r1 by Proposition 3.1, and thereforeKΓ(y,∞) ≤ AKΓ(b,∞).

Suppose in the sequel thatr < r1. Let ξ ∈ ∂Γ be a point such thatδΓ(b) = |b− ξ|, and
takew ∈ Γ ∩ S(ξ,A1r) with δΓ(w) ≈ r. Then

|y − ξ| ≤ |y − b| + δΓ(b) ≤ 2|y − b| + δΓ(y) ≤ (2κ + 1)A−1
5 r ≤ A1r

and

|b − w| ≤ |b − ξ| + |ξ − w| ≤ |b − y| + δΓ(y) + |ξ − w|
≤ ((κ + 1)A−1

5 + A1)r ≤ Amin{δΓ(b), δΓ(w)}.

Hence we obtain from Lemmas 2.3 and 2.2

KΓ(y,∞) ≤ AKΓ(w,∞) ≈ KΓ(b,∞).

Thus the theorem is proved.

Remark3.6. From the proof of Theorem 3.5, it follows in general that

max{KΓ(x,∞),KΓ(y,∞)} ≤ AKΓ(b,∞) for x, y ∈ Γ andb ∈ B(x, y). (3.10)

The following 3G inequality has been studied widely in many bounded domains,
but it may be unknown in cones.

Corollary 3.7 (Classical 3G inequality). There exists a constantA depending only on
Γ such that forx, y, z ∈ Γ,

GΓ(x, y)GΓ(y, z)
GΓ(x, z)

≤ A(|x − y|2−n + |y − z|2−n).

Proof. This follows immediately from Theorems 3.4 and 3.5.

The following two lemmas will be used in the subsequent sections, so we prove
them here.

Lemma 3.8. There exists a constantA depending only onΓ such that forx, y ∈ Γ,

KΓ(x,∞)KΓ(y,∞) ≤ Amax{|x|, |y|}n−2+2αGΓ(x, y),

whereα ≥ 0 is the constant in Lemma 2.5.

Proof. Let b ∈ B(x, y) andR = max{|x|, |y|}. Since|b| ≤ |b−x|+ |x| ≤ κ|x− y|+
|x| ≤ (2κ + 1)R, we have by Lemma 2.5

|x − y|2−n

KΓ(b,∞)2
≥ A

R2−n

R2α
.

Thus the lemma follows from Theorem 3.2.

Lemma 3.9. Let r > 0 andR > 0. Then there exists a constantA depending only on
r,R andΓ such that forx, y ∈ Γ ∩ B(R) with |x − y| ≥ r,

GΓ(x, y) ≤ AKΓ(x,∞)KΓ(y,∞).
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Proof. Let α ≥ 0 andθ be as in Lemma 2.5, and letβ ≥ 1 be as in (2.6). Then we
have

KΓ(b,∞) = |b|αθ(b/|b|) ≥ A|b|α−βδΓ(b)β for b ∈ B(x, y). (3.11)

Since|b| ≤ (2κ + 1)R andδΓ(b) ≥ κ−1|x − y| ≥ κ−1r, it follows from Theorem 3.2
that

GΓ(x, y) ≤ A(r,R, Γ)KΓ(x,∞)KΓ(y,∞),

whereA(r,R, Γ) is a positive constant depending only onr, R andΓ. Thus the lemma
is proved.

Remark3.10. If α ≥ 1 = β, thenKΓ(b,∞) ≥ Amax{|x|, |y|, |x − y|}α−1|x − y| by
(3.11) and Proposition 3.1, and therefore we have

GΓ(x, y) ≤ A
KΓ(x,∞)KΓ(y,∞)

max{|x|, |y|, |x − y|}2(α−1)|x − y|n
for x, y ∈ Γ,

where the constantA depends only onΓ. If α < 1 = β, then|b| ≤ (2κ+1)max{|x|, |y|},
and soKΓ(b,∞) ≥ Amax{|x|, |y|}α−1|x − y|. Therefore we have

GΓ(x, y) ≤ A
KΓ(x,∞)KΓ(y,∞)

max{|x|, |y|}2(α−1)|x − y|n
for x, y ∈ Γ,

where the constantA depends only onΓ.

4 Generalized Cranston-McConnell inequality and ex-
tended Kato class

In [9], Cranston and McConnell proved that ifΩ is a domain inR2 with the finite
volume vol(Ω), then there exists a constantA such that

sup
x, h

1
h(x)

∫
Ω

GΩ(x, y)h(y)dy ≤ Avol(Ω),

where the supremum is taken over allx ∈ Ω and all positive harmonic functionsh in
Ω. In general, ifΩ has infinite volume, then the left hand side of the above inequality
diverges. We consider the following generalization. In the rest of this section, we
suppose thatΓ is a uniform cone inRn with n ≥ 3. By U+(Γ), we denote the class
of all positive superharmonic functions inΓ. We say that a measureν onΓ enjoys the
generalized Cranston-McConnell inequality if

‖ν‖CM := sup
x∈Γ, u∈U+(Γ)

1
u(x)

∫
Γ

GΓ(x, y)u(y)dν(y) < +∞. (4.1)

See [1, 5, 14, 16, 17] for investigations and related topics to the generalized Cranston-
McConnell inequality, and see reference therein. We give necessary and sufficient
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conditions forν to satisfy the generalized Cranston-McConnell inequality. To simplify
the notation, we write

HΓ(x, y) =
GΓ(x, y)KΓ(y,∞)

KΓ(x,∞)
for x, y ∈ Γ,

and set

‖ν‖H = sup
x∈Γ

∫
Γ

HΓ(x, y)dν(y).

The following theorem means thatν enjoys the generalized Cranston-McConnell in-
equality if (4.1) holds only foru = KΓ(·,∞).

Theorem 4.1. Letν be a measure onΓ. The following statements are equivalent:

(i) ‖ν‖CM < +∞;

(ii) ‖ν‖H < +∞;

(iii) ‖ν‖G := sup
x,z∈Γ

∫
Γ

GΓ(x, y)GΓ(y, z)
GΓ(x, z)

dν(y) < +∞.

Moreover,‖ν‖CM ≈ ‖ν‖H ≈ ‖ν‖G, where the constants of comparisons depend only
onΓ.

Proof. If (i) holds, then we obtain (ii) by takingu = KΓ(·,∞) in (4.1). If (ii) holds,
then we have by Theorem 3.4∫

Γ

GΓ(x, y)GΓ(y, z)
GΓ(x, z)

dν(y) ≤ A

∫
Γ

{HΓ(x, y) + HΓ(z, y)}dν(y).

Hence (iii) follows. We finally show that (iii) implies (i). By assumption, we have∫
Γ

GΓ(x, y)GΓ(y, z)dν(y) ≤ ‖ν‖GGΓ(x, z) for x, z ∈ Γ.

Let GΓµ be a Green potential inΓ of a measureµ. It then follows from Fubini’s
theorem that ∫

Γ

GΓ(x, y)GΓµ(y)dν(y) ≤ ‖ν‖GGΓµ(x).

Since every positive superharmonic function can be approximated by an increasing
sequence of Green potentials, the monotone convergence theorem yields (i). Thus the
theorem is proved.

The following is an immediate consequence of Theorems 3.5 and 4.1.

Corollary 4.2. If ν is a measure onΓ satisfying

sup
x∈Γ

∫
Γ

|x − y|2−ndν(y) < +∞,

thenν enjoys the generalized Cranston-McConnell inequality.
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As another consequence, we obtain the following.

Corollary 4.3. Letν be a measure onΓ such that‖ν‖H < +∞. Then for eachR > 0,∫
Γ∩B(R)

KΓ(y,∞)dν(y) < +∞.

Proof. Let R > 1. Then Lemma 3.8 withx = x0 and Theorem 4.1 yield that∫
Γ∩B(R)

KΓ(y,∞)dν(y) ≤ A

∫
Γ

GΓ(x0, y)dν(y) ≤ A‖ν‖CM < +∞,

and thus the corollary follows.

We now introduce an extended Kato class.

Definition 4.4. We say that a measureν onΓ belongs to the extended Kato classK(Γ)
if ν fulfills the following properties:

lim
r→0

(
sup
x∈Γ

∫
Γ∩B(x,r)

HΓ(x, y)dν(y)

)
= 0, (4.2)

lim
R→+∞

(
sup
x∈Γ

∫
Γ\B(R)

HΓ(x, y)dν(y)

)
= 0. (4.3)

We also say that a Borel measurable functionf in Γ belongs to the extended Kato class
K(Γ) if the measuredν = |f |dy belongs toK(Γ).

The classical Kato classK0(Γ) is the set of all measuresν onΓ satisfying (4.2) and
(4.3) with the Newtonian kernel|x − y|2−n instead ofHΓ(x, y). By Theorem 3.5, we
easily seeK0(Γ) ⊂ K(Γ).

Proposition 4.5. If ν is a measure onΓ such thatν ∈ K(Γ), then‖ν‖H < +∞.
Moreover, for eachR > 0,∫

Γ∩B(R)

KΓ(y,∞)2dν(y) < +∞.

Proof. By the definition ofK(Γ), there exist positive numbersr2 andR2 such that

sup
x∈Γ

∫
Γ∩B(x,r2)

HΓ(x, y)dν(y) ≤ 1 and sup
x∈Γ

∫
Γ\B(R2)

HΓ(x, y)dν(y) ≤ 1. (4.4)

SinceΓ ∩ B(R2) is covered by a finite sequence of balls{B(xj , r2)}m
j=1 with xj ∈

Γ ∩ B(R2), it follows from Lemma 3.8 and (4.4) that∫
Γ∩B(R2)

KΓ(y,∞)2dν(y) ≤ A

m∑
j=1

∫
Γ∩B(xj ,r2)

HΓ(xj , y)dν(y) < +∞.

Therefore we have by Corollary 3.3 and Lemma 3.9

sup
x∈Γ

∫
Γ∩B(R2)\B(x,r2)

HΓ(x, y)dν(y) < +∞.

This, together with (4.4), yields that‖ν‖H < +∞.
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Lemma 4.6. If ν is a measure onΓ such thatν ∈ K(Γ), then for eachz0 ∈ Γ,

lim
r→0

∫
Γ∩B(z0,r)

KΓ(y,∞)2dν(y) = 0.

Proof. Let 0 < r < 1. Then there isx ∈ Γ such thatB(z0, r) ⊂ B(x, 2r). By Lemma
3.8, we have∫

Γ∩B(z0,r)

KΓ(y,∞)2dν(y) ≤
∫

Γ∩B(x,2r)

KΓ(y,∞)2dν(y)

≤ A(z0, Γ)
∫

Γ∩B(x,2r)

HΓ(x, y)dν(y).

Hence the conclusion follows from (4.2).

Proposition 4.7. If ν is a measure onΓ such thatν ∈ K(Γ), then for eachz0 ∈ Γ,

lim
r→0

(
sup
x∈Γ

∫
Γ∩B(z0,r)

HΓ(x, y)dν(y)

)
= 0. (4.5)

Proof. Let ε > 0. Sinceν ∈ K(Γ), there exist positive numbersr3 andR3 such that

sup
x∈Γ

∫
Γ∩B(x,r3)

HΓ(x, y)dν(y) ≤ ε and sup
x∈Γ

∫
Γ\B(R3)

HΓ(x, y)dν(y) ≤ ε.

Let r > 0 andx ∈ Γ. Then we have by Corollary 3.3 and Lemma 3.9∫
Γ∩B(z0,r)

HΓ(x, y)dν(y) ≤ 2ε +
∫

Γ∩B(z0,r)∩B(R3)\B(x,r3)

HΓ(x, y)dν(y)

≤ 2ε + A

∫
Γ∩B(z0,r)

KΓ(y,∞)2dν(y).

Hence (4.5) follows from Lemma 4.6.

In the sequel, letα ≥ 0 andθ be as in Lemma 2.5. We give examples for the
strictness of the inclusionK0(Γ) ⊂ K(Γ) when∂Γ ∩ S(1) has aC1,1-boundary. Note
in this case thatθ(z) ≈ δΓ(z) for z ∈ Γ∩S(1) and that ifτ ≥ 1, then forξ ∈ ∂Γ∩S(1)
andr > 0, ∫

Γ∩B(ξ,r)

δΓ(y)−τdy = +∞. (4.6)

SinceK0(Γ) ⊂ L1(Γ ∩ B(2)), we see in each example below thatV ∈ K(Γ) \ K0(Γ)
if 1 ≤ p < 2 < q.

Example 4.8. Suppose thatα ≥ 1 andθ(z) ≈ δΓ(z), and let

V (y) = (1 + |y|)p−qδΓ(y)−p.

ThenV ∈ K(Γ) if and only if p < 2 < q.
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Proof. Note thatV (y) ≈ (1 + |y|)p−q|y|p(α−1)KΓ(y,∞)−p. We first show the suf-
ficiency, so we assume thatp < 2 < q. Let r > 0 andx ∈ Γ. If p < 0, then
HΓ(x, y)V (y) ≤ A|x − y|2−n. Therefore∫

Γ∩B(x,r)

HΓ(x, y)V (y)dy ≤ Ar2,

and soV satisfies (4.2). We consider the casep ≥ 0. It follows from Theorem 3.2 and
(3.10) that forb ∈ B(x, y),

HΓ(x, y)V (y) ≤ AKΓ(b,∞)−p|x − y|2−n(1 + |y|)p−q|y|p(α−1).

Sinceα ≥ 1, it follows from Proposition 3.1 thatKΓ(b,∞) ≈ |b|α−1δΓ(b) ≥ A|y|α−1|x−
y|. Therefore we have∫

Γ∩B(x,r)

HΓ(x, y)V (y)dy ≤ A

∫
Γ∩B(x,r)

|x − y|2−n−pdy ≤ Ar2−p.

HenceV satisfies (4.2). We next show thatV satisfies (4.3). Observe from Remark
3.10 and Lemma 2.5 that

HΓ(x, y)V (y) ≤ A
|y|2−q

|x − y|n
.

Let R > 0. Then it follows from the above observation that

sup
x∈Γ

∫
Γ\B(R)

HΓ(x, y)V (y)dy ≤ A(r2−p + I1 + I2 + I3 + I4)

≤ A

(
r2−p + R2−q + sup

|x|≥2−1R

|x|2−q log
3|x|
r

)
,

where

I1 = sup
|x|≤2−1R

∫
Γ\(B(R)∪B(x,r))

|y|2−q

|x − y|n
dy,

I2 = sup
|x|≥2−1R

∫
{|y|≤2−1|x|}\(B(R)∪B(x,r))

|y|2−q

|x − y|n
dy,

I3 = sup
|x|≥2−1R

∫
{2−1|x|≤|y|≤2|x|}\(B(R)∪B(x,r))

|y|2−q

|x − y|n
dy,

I4 = sup
|x|≥2−1R

∫
{2|x|≤|y|}\(B(R)∪B(x,r))

|y|2−q

|x − y|n
dy.

(4.7)

HenceV satisfies (4.3), and thusV ∈ K(Γ). Conversely, we suppose thatV ∈ K(Γ).
Note thatHΓ(x, y) ≈ |x − y|2−n ≥ AδΓ(x)2−n for y ∈ B(x, 2−1δΓ(x)). Hence we
have

HΓ(x, y)V (y) ≥ AδΓ(x)2−n−p(1 + |x|)p−q for y ∈ B(x, 2−1δΓ(x)).
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Letr > 0, and letx ∈ Γ∩S(1) be a point such thatδΓ(x) ≤ r. SinceB(x, 2−1δΓ(x)) ⊂
Γ ∩ B(x, r), it follows that∫

Γ∩B(x,r)

HΓ(x, y)V (y)dy ≥ AδΓ(x)2−p.

Therefore it must bep < 2 to satisfy (4.2). LetR > 0. Similarly, if x = ρx0 with
ρ ≥ 2R, thenB(x, 2−1δΓ(x)) ⊂ Γ \ B(R), and so∫

Γ\B(R)

HΓ(x, y)V (y)dy ≥ Aρ2−p(1 + ρ)p−q.

Hence it must beq > 2 to satisfy (4.3).

Example 4.9. Suppose that0 ≤ α < 1 andθ(z) ≈ δΓ(z), and let

V (y) = (1 + |y|)αp−q|y|p(1−α)δΓ(y)−p.

ThenV ∈ K(Γ) if and only if p < 2 < q.

Proof. Note thatV (y) ≈ (1 + |y|)αp−qKΓ(y,∞)−p. We first assume thatp < 2 < q.
Let 0 < r < 1 andx ∈ Γ. If p < 0, thenHΓ(x, y)V (y) ≤ A|x − y|2−n. Therefore∫

Γ∩B(x,r)

HΓ(x, y)V (y)dy ≤ Ar2,

and soV satisfies (4.2). We consider the casep ≥ 0. If y ∈ B(x, r), then1 + |y| ≈
1 + |x|, and so

KΓ(b,∞) ≈ |b|α−1δΓ(b) ≥ A(1 + |x|)α−1|x − y| for b ∈ B(x, y).

It follows from Theorem 3.2 and (3.10) that∫
Γ∩B(x,r)

HΓ(x, y)V (y)dy ≤ A(1 + |x|)p−q

∫
Γ∩B(x,r)

|x − y|2−n−pdy ≤ Ar2−p.

HenceV satisfies (4.2). We next show thatV satisfies (4.3). Observe from Remark
3.10 and Lemma 2.5 that

HΓ(x, y)V (y) ≤ A
|y|2α−q

max{|x|, |y|}2(α−1)|x − y|n
.

Let R > 0. Then it follows from the above observation that

sup
x∈Γ

∫
Γ\B(R)

HΓ(x, y)V (y)dy ≤ A(r2−p + I1 + I ′2 + I3 + I4)

≤ A

(
r2−p + R2−q + sup

|x|≥2−1R

|x|2−q log
3|x|
r

)
,
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whereI1, I3 andI4 are as in (4.7), and

I ′2 = sup
|x|≥2−1R

∫
{|y|≤2−1|x|}\(B(R)∪B(x,r))

|y|2α−q

|x|2(α−1)|x − y|n
dy.

HenceV satisfies (4.3), and thusV ∈ K(Γ). Conversely, we suppose thatV ∈ K(Γ).
Observe that

HΓ(x, y)V (y) ≥ AδΓ(x)2−n−p(1 + |x|)αp−q|x|p(1−α) for y ∈ B(x, 2−1δΓ(x)).

Let r > 0 and letx ∈ Γ∩S(1) be a point such thatδΓ(x) ≤ r. ThenB(x, 2−1δΓ(x)) ⊂
Γ ∩ B(x, r), and so ∫

Γ∩B(x,r)

HΓ(x, y)V (y)dy ≥ AδΓ(x)2−p.

Therefore it must bep < 2 to satisfy (4.2). LetR > 0. Similarly, if x = ρx0 with
ρ ≥ 2R, thenB(x, 2−1δΓ(x)) ⊂ Γ \ B(R), and so∫

Γ\B(R)

HΓ(x, y)V (y)dy ≥ Aρ2−αp(1 + ρ)αp−q.

Therefore it must beq > 2 to satisfy (4.3).

5 Nonlinear Schrödinger problem

In this section, we consider the following nonlinear Schrödinger problem:
∆u − µu = f(·, u) in Γ (in the sense of distributions),

u > 0 in Γ,

u = 0 on∂rΓ,

(5.1)

where∂rΓ denotes the set of all Dirichlet regular points of∂Γ. We assume the follow-
ing condition onµ andf . By |µ|, we denote the total variational measure of a signed
measureµ.

(P1) µ is a signed measure onΓ such that|µ| ∈ K(Γ) and‖|µ|‖H < 2−1.

(P2) f is a Borel measurable function inΓ × (0, +∞) such thatf(x, ·) is continuous
in (0, +∞) for eachx ∈ Γ.

(P3) |f(x, t)| ≤ tψ(x, t) for (x, t) ∈ Γ × (0,+∞), whereψ is some non-negative
Borel measurable function inΓ × (0, +∞) such that for eachx ∈ Γ, ψ(x, ·) is
non-decreasing in(0, +∞) andlimt→0+ ψ(x, t) = 0.

(P4) ϕ(x) = ψ(x,KΓ(x,∞)) belongs toK(Γ).
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Theorem 5.1. Let Γ be a uniform cone inRn with n ≥ 3. Assume thatµ and f
satisfy (P1)–(P4). Then the problem(5.1) has infinitely many continuous solutions.
More precisely, there exists a positive constantλ0 such that for eachλ ∈ (0, λ0], the
problem(5.1)has a continuous solutionu satisfying that

2(1 − 2‖|µ|‖H)
3 − 2‖|µ|‖H

λKΓ(x,∞) ≤ u(x) ≤ 4
3 − 2‖|µ|‖H

λKΓ(x,∞) for x ∈ Γ, (5.2)

and

lim
x→∞

u(x)
KΓ(x,∞)

= λ. (5.3)

The proof is based on the Schauder’s fixed point argument. In the sequel, we sup-
pose thatΓ is a uniform cone inRn with n ≥ 3 and thatµ andf satisfy (P1)–(P4).
Let C(Γ) denote the space of all bounded continuous functions inΓ endowed with the
uniform norm‖ · ‖∞, and let

C0(Γ ∪ {∞}) =
{

w ∈ C(Γ ∪ {∞}) : lim
x→∞

w(x) = 0
}

.

We also write

C1(Γ) = {w ∈ C(Γ) : 0 < w(x) ≤ 1 for x ∈ Γ}.

Forw ∈ C1(Γ), we define

Fw(x) =
∫

Γ

HΓ(x, y)w(y)dµ(y) +
1

KΓ(x,∞)

∫
Γ

GΓ(x, y)f(y, w(y)KΓ(y,∞))dy.

In what follows, we writedν(y) = d|µ|(y) + ϕ(y)dy to simplify the notation. Note
from (P1) and (P4) thatν ∈ K(Γ).

Lemma 5.2. The class{Fw : w ∈ C1(Γ)} is equicontinuous inΓ ∪ {∞}. Moreover,
{Fw : w ∈ C1(Γ)} ⊂ C0(Γ ∪ {∞}).

Proof. Let z0 ∈ Γ andδ > 0. Let x1, x2 ∈ Γ ∩ B(z0, 2−1δ). It follows from (P3) and
w ≤ 1 that

|Fw(x1) − Fw(x2)|

≤ 2 sup
x∈Γ

∫
Γ\B(δ−1)

HΓ(x, y)dν(y) + 2 sup
x∈Γ

∫
Γ∩B(z0,δ)

HΓ(x, y)dν(y)

+
∫

Γ∩B(δ−1)\B(z0,δ)

∣∣∣∣ GΓ(x1, y)
KΓ(x1,∞)

− GΓ(x2, y)
KΓ(x2,∞)

∣∣∣∣ KΓ(y,∞)dν(y).

By (4.3) and Proposition 4.7, the first two quantities of the right hand side are bounded
by ε wheneverδ is sufficiently small. Ifz0 ∈ Γ, thenB(z0, δ) ⊂ Γ for sufficiently
small δ, and soGΓ(·, y)/KΓ(·,∞) is continuous inB(z0, 2−1δ) whenevery ∈ Γ \
B(z0, δ). If z0 ∈ ∂Γ, thenGΓ(·, y)/KΓ(·,∞) can be extended continuously toΓ ∩
B(z0, δ1) whenevery ∈ Γ \ B(z0, δ) and δ1 ∈ (0, δ) is sufficiently small (cf. [2,
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Theorem 2]). In any cases, it follows from Corollary 4.3 and Lebesgue’s convergence
theorem that, as|x1 − x2| → 0,∫

(Γ∩B(δ−1))\B(z0,δ)

∣∣∣∣ GΓ(x1, y)
KΓ(x1,∞)

− GΓ(x2, y)
KΓ(x2,∞)

∣∣∣∣ KΓ(y,∞)dν(y) → 0.

HenceFw is continuous inΓ uniformly for w. We next considerz0 = ∞. Let R > 0.
Then

|Fw(x)| ≤
∫

Γ∩B(R)

HΓ(x, y)dν(y) + sup
z∈Γ

∫
Γ\B(R)

HΓ(z, y)dν(y).

By (4.3), the second term of the right hand side is bounded byε wheneverR is suffi-
ciently large. Note from Corollary 3.3 that

HΓ(x, y) ≤ AR2−n−2αKΓ(y,∞)2 for x ∈ Γ \ B(2R) andy ∈ Γ ∩ B(R).

It follows from Proposition 4.5 and Lebesgue’s convergence theorem that|Fw(x)| → 0
uniformly for w ∈ F asx → ∞. Thus{Fw : w ∈ C1(Γ)} is equicontinuous in
Γ ∪ {∞}, and is contained inC0(Γ ∪ {∞}).

Let ‖|µ|‖H < 2−1. Forλ > 0, we define

Wλ =
{

w ∈ C(Γ ∪ {∞}) :
2(1 − 2‖|µ|‖H)
3 − 2‖|µ|‖H

λ ≤ w(x) ≤ 4
3 − 2‖|µ|‖H

λ for x ∈ Γ
}

.

Obviously,Wλ is a non-empty bounded closed convex set inC(Γ ∪ {∞}). Note that
if λ ≤ 2−1, thenWλ ⊂ C1(Γ). We define the operatorTλ onWλ by

Tλw(x) = λ − Fw(x) for x ∈ Γ,

and writeTλ(Wλ) = {Tλw : w ∈ Wλ}.

Lemma 5.3. There exists a positive constantλ0 ≤ 2−1 such that if0 < λ ≤ λ0, then
Tλ(Wλ) ⊂ Wλ. Moreover,Tλ(Wλ) is relatively compact inC(Γ ∪ {∞}).

Proof. Let 0 < λ ≤ 2−1 and letw ∈ Wλ. SinceFw ∈ C(Γ ∪ {∞}) by Lemma 5.2,
we haveTλw ∈ C(Γ ∪ {∞}). It suffices to show that there exists a positive constant
λ0 ≤ 2−1 such that if0 < λ ≤ λ0, then

2(1 − 2‖|µ|‖H)
3 − 2‖|µ|‖H

λ ≤ Tλw(x) ≤ 4
3 − 2‖|µ|‖H

λ for x ∈ Γ. (5.4)

Let 0 < τ ≤ 1 and define

Ψτ (x) =
∫

Γ

HΓ(x, y)ψ(y, τKΓ(y,∞))dy for x ∈ Γ.

As in the proof of Lemma 5.2, we see thatΨτ ∈ C0(Γ∪{∞}). Moreover, for eachx ∈
Γ, it follows from (P3) that the functionτ 7→ Ψτ (x) is non-decreasing andΨτ (x) → 0
asτ → 0. Therefore we have by Dini’s theorem

lim
τ→0

(
sup
x∈Γ

Ψτ (x)
)

= 0.
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We take0 < τ0 ≤ 2−1 so thatsupx∈Γ Ψτ0(x) ≤ 4−1(1 − 2‖|µ|‖H). Let λ0 =
4−1(3 − 2‖|µ|‖H)τ0 and let0 < λ ≤ λ0. Then4(3 − 2‖|µ|‖H)−1λ ≤ τ0, and so it
follows from (P3) that forx ∈ Γ,

|Tλw(x) − λ| = |Fw(x)| ≤ 4λ‖|µ|‖H

3 − 2‖|µ|‖H
+

4λ

3 − 2‖|µ|‖H
Ψτ0(x) ≤ 1 + 2‖|µ|‖H

3 − 2‖|µ|‖H
λ.

Hence we obtain (5.4), and thusTλ(Wλ) ⊂ Wλ. SinceTλ(Wλ) is uniformly bounded
and is equicontinuous inΓ ∪ {∞} by Lemma 5.2, it follows from Ascoli-Arzelà’s
theorem thatTλ(Wλ) is relatively compact inC(Γ∪{∞}). Thus the lemma is proved.

Lemma 5.4. Let0 < λ ≤ λ0. ThenTλ is continuous onWλ.

Proof. Let {wj} be a sequence inWλ converging tow ∈ Wλ with respect to‖ · ‖∞.
Then, for eachx ∈ Γ, it follows from (P1)–(P4), Proposition 4.5 and Lebesgue’s
convergence theorem that, asj → +∞,∫

Γ

HΓ(x, y)|wj(y) − w(y)|d|µ|(y) → 0,

1
KΓ(x,∞)

∫
Γ

GΓ(x, y)|f(y, wj(y)KΓ(y,∞)) − f(y, w(y)KΓ(y,∞))|dy → 0.

HenceTλwj converges pointwisely toTλw in Γ asj → +∞. SinceTλ(Wλ) is rel-
atively compact inC(Γ ∪ {∞}), the pointwise convergence implies the uniform con-
vergence. Therefore‖Tλwj − Tλw‖∞ → 0 asj → +∞. ThusTλ is continuous on
Wλ.

Let us prove Theorem 5.1.

Proof of Theorem 5.1.Let 0 < λ ≤ λ0, whereλ0 is the positive constant in Lemma
5.3. Note again thatWλ is a non-empty bounded closed convex set inC(Γ ∪ {∞}).
SinceTλ is compact mapping fromWλ into itself, it follows from Schauder’s fixed
point theorem that there existsw ∈ Wλ such thatw = Tλw = λ − Fw, that is, for
x ∈ Γ,

w(x) = λ−
∫

Γ

HΓ(x, y)w(y)dµ(y)− 1
KΓ(x,∞)

∫
Γ

GΓ(x, y)f(y, w(y)KΓ(y,∞))dy.

Let u(x) = w(x)KΓ(x,∞). Thenu > 0 in Γ, andu = 0 on ∂rΓ sinceKΓ(·,∞) is
so. Also, we have forx ∈ Γ,

2(1 − 2‖|µ|‖H)
3 − 2‖|µ|‖H

λKΓ(x,∞) ≤ u(x) ≤ 4
3 − 2‖|µ|‖H

λKΓ(x,∞)

and

u(x) = λKΓ(x,∞) −
∫

Γ

GΓ(x, y)u(y)dµ(y) −
∫

Γ

GΓ(x, y)f(y, u(y))dy.
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SinceKΓ(·,∞) is harmonic inΓ, we see thatu is a distributional solution to∆u−µu =
f(·, u) in Γ. Finally, sinceFw ∈ C0(Γ ∪ {∞}), it follows that

lim
x→∞

u(x)
KΓ(x,∞)

= λ − lim
x→∞

Fw(x) = λ.

Thus the proof of Theorem 5.1 is complete.
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