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1 Introduction

During the last three decades, the removability of an isolated singularity and the local behavior
near a nonremovable isolated point have been investigated in detail for positive solutions of elliptic
equations with a source term

−∆u = up (1.1)

and with an absorption term
∆u = up, (1.2)

where∆ is the Laplacian onRn. The investigations have been done for each equation separately,
because the casep ≥ n/(n − 2) has different conclusions between (1.1) and (1.2). That is, any
isolated point is always removable for every positive solution of (1.2), whereas there exists a positive
solution of (1.1) with an isolated singularity at the origin which behaves like∥ · ∥−2/(p−1) if p >
n/(n−2); ∥·∥2−n(− log ∥·∥)−(n−2)/2 if p = n/(n−2). See Aviles [4], Bŕezis and V́eron [6], Gidas
and Spruck [12]. When1 < p < n/(n−2), both of the above equations have positive solutions with
an isolated singularity at the origin which blow up with the same speed as the fundamental solution
∥ · ∥2−n of the Laplace equation. As the removable singularity theorem, it is known that if a positive
solutionu of (1.1) or (1.2) in the unit ball punctured at the origin0 satisfies the growth condition

u(x) = o(∥x∥2−n) asx→ 0, (1.3)

then0 is a removable singularity ofu. See Lions [19], V́azquez and V́eron [27], V́eron [29]. Re-
cently, the above results were extended by Cı̂rstea and Du [7] and Taliaferro [26] to equations or

1



inequalities with more general nonlinearity. See also the references therein for other literature on
isolated singularities.

We are interested in the removability of higher dimensional singular sets and the existence of
positive solutions of (1.1) or (1.2) with a prescribed singular set. These problems were also investi-
gated in many papers. For instance, Véron [28] developed his technique in the study of a removable
isolated singularity to obtain the following result: ifE is a compactC∞-manifold in a domain
Ω ⊂ Rn of dimensionm < n− 2 and if

p ≥ n−m

n−m− 2
, (1.4)

then every solution of∆u = |u|p−1u in Ω \ E can be extended to the whole ofΩ as its solution.
See Grillot [13] for the extension to the framework of Riemannian geometry. Adams–Pierre [3] and
Baras–Pierre [5] characterized a removable set for equation∆u = |u|p−1u with p satisfying (1.4) as
a set with zero capacity associated with an appropriate Sobolev space. In contrast, the removability
theorem for equation (1.1) withp satisfying (1.4) is known to hold at the distribution level, which
means that any solution onΩ\E satisfies (1.1) inΩ in the sense of distributions but is not necessarily
smooth on the whole ofΩ (see D́avila–Ponce [8]). We can know this reason from the following fact:
when

n−m

n−m− 2
≤ p <

n−m+ 2

n−m− 2
,

there exist positive smooth functionsu onΩ \ E satisfying (1.1) inΩ in the sense of distributions
and

1

C
d(x,E)−2/(p−1) ≤ u(x) ≤ Cd(x,E)−2/(p−1) (1.5)

nearE for some constantC > 1. See Fakhi [10], Mazzeo and Pacard [21], Rébäı [25]. For the
removability for closed sets with dimensionm > n− 2, we refer to [15].

The purpose of this note is to give an optimal growth condition corresponding to (1.3) under
which any closed set lying on anm-dimensional set with appropriate properties is removable for
solutions of semilinear elliptic equations like (1.1) and (1.2) when the nonlinear exponentp is smaller
than(n−m)/(n−m− 2). Such removable sets will be defined in terms of quantitative conditions,
which are satisfied form-dimensional compact Lipschitz manifolds, and are called Lipschitz sets of
dimensionm ≥ 0 in this note. See Definition 2.1 below. Also, we discuss the best possibility of our
growth condition and the existence of positive solutions with singularities on a prescribed compact
set of semilinear elliptic equations with general nonlinearities conditioned in terms of a certain Kato
class.

Let Ω be a bounded domain inRn, letE be a compact set withE ∩ Ω ̸= ∅ and let us consider
semilinear elliptic equations of the form

−∆u = F (x, u,∇u), (1.6)

where∆ is the Laplacian onRn and∇u is the gradient ofu. Assume thatF is a Borel function on
Ω× R× Rn satisfying that for all(x, t, ξ) ∈ Ω× R× Rn,

|F (x, t, ξ)| ≤ Cd(x,E)−α(1 + |t|p), (1.7)

whereC, α andp are some constants andd(x,E) denotes the distance from a pointx to E. By
saying a solution of (1.6) inΩ, we mean aC1-function onΩ satisfying (1.6) inΩ in the sense of
distributions.

Our main result is as follows.

Theorem 1.1. LetΩ be a bounded domain inRn, wheren ≥ 3, and letE be a compact Lipschitz
set inRn of dimensionm < n− 2 such thatE ∩ Ω ̸= ∅. Assume thatF satisfies(1.7) for some

0 ≤ p <
n−m

n−m− 2
and α < min{2, n−m− p(n−m− 2)}. (1.8)
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Letu be a solution of(1.6) in Ω \ E. If u satisfies at eachy ∈ E ∩ Ω,

u(x) = o(d(x,E)2−n+m) asx→ y, (1.9)

thenu can be extended to the whole ofΩ as a solution of(1.6) in Ω.

Remark1.2. In Theorem 1.1,E need not be contained inΩ although we assume in Theorem 1.3
below thatE ⊂ Ω. Moreover, no assumptions on the signs of solutions and their Laplacian are
imposed. Our result is applicable to several equations like∆u = V1u + V2|u|p−1u + V3/(1 +

|∇u|) + V4, whereVi (i = 1, 2, 3, 4) are Borel functions onΩ satisfying|Vi(x)| ≤ Cd(x,E)−α for
all x ∈ Ω and some positive constantC. Thus the special casem = 0 gives a generalization of the
removable isolated singularity theorem for (1.1) and (1.2). Also, it is trivial that any subset ofE is
removable for solutions satisfying (1.9).

The following theorem shows that condition (1.9) is optimal to obtain Theorem 1.1.

Theorem 1.3. Let Ω be a boundedC1,1-domain inRn, wheren ≥ 3, and letE be a compact
Lipschitz set inΩ of dimensionm < n− 2. Suppose that

p > 0, α < n−m− p(n−m− 2) and β < p+ 1.

Let c > 0 (assumed to be small enough whenp = 1 only). If a is a locally Hölder continuous
function onΩ such that for allx ∈ Ω,

|a(x)| ≤ cd(x,E)−αd(x, ∂Ω)−β ,

then there exist positive solutionsu ∈ C2(Ω \ E) of{
−∆u = aup in Ω \ E,
u = 0 on∂Ω

(1.10)

satisfying
1

C
d(x, ∂Ω)d(x,E)2−n+m ≤ u(x) ≤ Cd(x, ∂Ω)d(x,E)2−n+m (1.11)

for some constantC > 1 and allx ∈ Ω.

For equation∆u = up + V u with V being bounded, it is known that there are positive singular
solutions satisfying (1.5) or (1.11) nearE whenE is a compact smooth manifold of dimension
m < n− 2 and1 < p < (n−m)/(n−m− 2). See Delanöe [9], Finn–McOwen [11], Grillot [13]
and McOwen [22]. Note that we assume no restriction on the sign of∆u in Theorem 1.3. We will
obtain the existence theorem of singular solutions for equation−∆u+V u = f(x, u) (see Theorems
4.2 and 4.3 below).

The plan of this note is as follows. In Section 2, we present notation and elementary lemmas
which will be used in the proof of the theorems. The proof of Theorem 1.1 is given in Section 3
by modifying a method used in a parabolic problem [16]. In Section 4, we establish the existence
theorem of singular solutions of semilinear elliptic equations with general nonlinearities conditioned
in terms of a certain Kato class and apply it to prove Theorem 1.3 in Section 5.

2 Preliminaries

A typical point inRn is denoted byx and its Euclidean norm by∥x∥. We writed(x,E) for the
Euclidean distance from a pointx to a setE in Rn. Also, for r > 0, we write

E(r) := {x ∈ Rn : d(x,E) ≤ r}.

Then-dimensional Lebesgue measure and them-dimensional Hausdorff measure onRn of a Borel
setE are denoted by|E| andHm(E), respectively. Ifm = 0, thenH0 is interpreted as the counting
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measure. ByB(x, r), we denote the open ball inRn of centerx and radiusr > 0. The symbolC
stands for an absolute positive constant whose value is unimportant and may vary at each occurrence.
If necessary, we writeC1, C2, . . . to specify them.

Definition 2.1. Let E be a set inRn and let0 ≤ m < n. We say thatE is a Lipschitz set of
dimensionm if E is Hm-measurable and there exist positive constantsr0 andC > 1 such that for
all x ∈ E, 0 < r < r0 and0 < R < r0,

1

C
rm ≤ Hm(E ∩B(x, r)) ≤ Crm (2.1)

and
|E(r) ∩B(x,R)| ≤ Crn−mRm. (2.2)

One example is a compact Lipschitz manifold inRn of dimensionm (1 ≤ m ≤ n− 1) defined
as follows. A subsetE of Rn is a Lipschitz manifoldof dimensionm if for every x ∈ E there
exist an open neighborhoodU of x in Rn and a bi-Lipschitz mappingϕ : U → ϕ(U) ⊂ Rn such
thatϕ(E ∩ U) = Rm

0 ∩ ϕ(U), whereRm
0 := {(x1, . . . , xn) ∈ Rn : xm+1 = · · · = xn = 0}.

If E is a compact Lipschitz manifold of dimensionm, thenHm(E ∩ B(x, r)) is comparable to
Hm(Rm

0 ∩ ϕ(B(x, r))) and the standard finite covering argument yields (2.2).
In what follows, we suppose thatΩ is a bounded domain inRn, wheren ≥ 3, and thatE is a

compact Lipschitz set inRn of dimensionm < n − 2 such thatE ∩ Ω ̸= ∅. Moreover,r0 is the
constant in the definition of a Lipschitz setE. We start with elementary estimates.

Lemma 2.2. The following statements hold:

(i) If m− n < λ < 0, then there exists a positive constantC such that for allx ∈ E, 0 < r < r0
and0 < R < r0, ∫

E(r)∩B(x,R)

d(y,E)λ dy ≤ Crλ+n−mRm. (2.3)

Moreover, we have ∫
Ω

d(y,E)λ dy <∞. (2.4)

(ii) There exists a positive constantC such that for allx ∈ E, 0 < r < r0 and0 < R < r0,∫
E(r)∩B(x,R)

log
1

d(y,E)
dy ≤ Crn−m(1− log r)Rm. (2.5)

Proof. Let x ∈ E, 0 < r < r0 and 0 < R < r0 be fixed. Since the function(y, t) 7→
tλ−1χ{(y,t):d(y,E)≤t}(y, t) is nonnegative and measurable with respect to(n+1)-dimensional Lebesgue
measure on(E(r) ∩ B(x,R))× (0, r), we obtain, as a consequence of the Fubini-Tonelli theorem,
that if λ < 0, then∫

E(r)∩B(x,R)

d(y,E)λ dy = rλ|E(r) ∩B(x,R)| − λ

∫ r

0

tλ−1|E(t) ∩B(x,R)| dt,

and ifλ = 0, then∫
E(r)∩B(x,R)

log
1

d(y,E)
dy =

∫ r

0

1

t
|E(t) ∩B(x,R)| dt− |E(r) ∩B(x,R)| log r.

Hence (2.3) and (2.5) follow from (2.2).
Next, we show (2.4). SinceE is compact, we observe thatE(r0/2) is covered by finitely many

balls of radiusr0 and center lying inE. By (2.3), we have∫
E(r0/2)

d(y,E)λ dy <∞.

SinceΩ is bounded, we also have
∫
Ω\E(r0/2)

d(y,E)λ dy <∞. Thus (2.4) follows.
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Lemma 2.3. Letm− n < λ < 0. Then there exists a positive constantC such that for allx ∈ Ω,

∫
Ω

∥x− y∥2−nd(y,E)λ dy ≤


Cd(x,E)2+λ if λ < −2,

C

(
1 + log+

1

d(x,E)

)
if λ = −2,

C if λ > −2,

(2.6)

wherelog+ t = max{0, log t}.

Proof. Let x ∈ Ω \ E and letR := diamΩ, the diameter ofΩ. Then the left hand side of (2.6) is
equal to

R2−n

∫
Ω

d(y,E)λdy + (n− 2)

∫ R

0

r1−n

∫
Ω∩B(x,r)

d(y,E)λ dydr. (2.7)

By (2.4), the first integral in (2.7) is finite. Ifr ≥ d(x,E)/2, thenB(x, r) ⊂ B(x∗, 3r) for some
x∗ ∈ E. Lettingr1 := min{r0/3, d(x,E)/2}, we see from Lemma 2.2 (i) that the second integral
in (2.7) is estimated by

Cd(x,E)λ
∫ r1

0

r dr + C

∫ r0/3

r1

r1+λ dr + C.

Computing this yields (2.6).

We define

ρ(x) := C1

∫
E

∥x− y∥2−n dHm(y) for x ∈ Rn, (2.8)

where the constantC1 is chosen so that−∆(C1∥ · ∥2−n) = δ0 (the Dirac measure at the origin) in
the sense of distributions. SinceE is compact,ρ is superharmonic onRn and harmonic onRn \ E.

Lemma 2.4. There exists a constantC > 1 such that for allx ∈ Ω,

1

C
d(x,E)2−n+m ≤ ρ(x) ≤ Cd(x,E)2−n+m. (2.9)

Proof. SinceΩ is bounded, it suffices to show (2.9) forx ∈ E(r0/4) \ E. Takex∗ ∈ E with
∥x∗ − x∥ = d(x,E). ThenB(x∗, r/2) ⊂ B(x, r) for all r ≥ 2d(x,E). LettingR := r0 +diamE,
we have by (2.1)

ρ(x)

C1
= R2−nHm(E) + (n− 2)

∫ R

d(x,E)

r1−nHm(E ∩B(x, r)) dr

≥ 1

C

∫ r0

2d(x,E)

r1−nHm(E ∩B(x∗, r/2)) dr

≥ 1

C

∫ r0

2d(x,E)

r1−n+m dr ≥ 1

C
d(x,E)2−n+m.

On the other hand, we haveB(x, r) ∩ E ⊂ B(x∗, 2r) ∩ E for all r > 0, and so

ρ(x)

C1
≤ C

∫ r0/2

d(x,E)

r1−nHm(E ∩B(x∗, 2r)) dr + C ≤ Cd(x,E)2−n+m.

Thus the lemma is proved.

3 Proof of Theorem 1.1

This section presents the proof of Theorem 1.1. ByGD we denote the Green function for an open
setD and the Laplace operator.
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Lemma 3.1. Assumptions are the same as Theorem 1.1. Letρ be as in(2.8). Then there exists a
positive constantC such that for allx ∈ Ω,

∫
Ω

GΩ(x, y)d(y,E)−αρ(y)p dy ≤


Cd(x,E)2−α+p(2−n+m) if p(2− n+m)− α < −2,

C

(
1 + log+

1

d(x,E)

)
if p(2− n+m)− α = −2,

C if p(2− n+m)− α > −2.

(3.1)
Moreover,

∫
Ω
GΩ(x, y)d(y,E)−αρ(y)p dy is superharmonic onΩ and is aC1-function onΩ \ E.

Proof. Since−α+ p(2− n+m) > m− n andGΩ(x, y) ≤ C1∥x− y∥2−n, we obtain (3.1) from
Lemmas 2.3 and 2.4. Also, the local boundedness of the density functiond(y,E)−αρ(y)p onΩ \E
implies theC1-regularity of the Green potential. See [23, Theorem 6.6 in p. 119].

Lemma 3.2. Assumptions are the same as Theorem 1.1. LetD be a bounded open set such that
D ⊂ Ω. Then there exists a harmonic functionh onD such that for allx ∈ D \ E,

u(x) = h(x) +

∫
D\E

GD(x, y)F (y, u(y),∇u(y)) dy. (3.2)

Proof. Let ε > 0 be small. Taking a bounded open setω such thatD ⊂ ω andω ⊂ Ω if necessary,
we may assume thatu is continuous onΩ \ E and, by (1.9) and Lemma 2.4, there is a positive
constantrε < 1/2 such that

|u(x)| ≤ ερ(x) for all x ∈ (E(rε) ∩ Ω) \ E, (3.3)

whereρ was defined in (2.8). This is possible because the finite covering argument guarantees the
local uniform convergence of (1.9). In particular, the caseε = 1 implies that

|u(x)| ≤ Cρ(x) for all x ∈ Ω \ E. (3.4)

Therefore, by (1.7), we find a positive constantC2 independent ofε such that

|F (x, u(x),∇u(x))| ≤ C2d(x,E)−αρ(x)p for all x ∈ Ω \ E. (3.5)

Let

v(x) := C2

∫
Ω

GΩ(x, y)d(y,E)−αρ(y)p dy for x ∈ Ω

and consider the function defined by

uε(x) := u(x) + v(x) + ερ(x) for x ∈ Ω \ E.

Thenuε is continuous onΩ \ E and, by (3.5), we have

−∆uε = F (·, u,∇u) + C2d(·, E)−αρp ≥ 0 in Ω \ E

in the sense of distributions. Thereforeuε is superharmonic onΩ \ E. Furthermore, (3.3) and the
continuity ofu imply thatuε is bounded below onΩ \ E. SinceE is a polar set by Lemma 2.4,
the classical removability theorem for superharmonic functions implies thatuε has a superharmonic
extensionuε to Ω. Then there exists a unique Radon measureµε onΩ such that−∆uε = µε in Ω

in the sense of distributions. Also, by the Riesz decomposition theorem, we have for allx ∈ D,

uε(x) = hε(x) +

∫
D

GD(x, y) dµε(y), (3.6)

wherehε is the greatest harmonic minorant ofuε onD.

6



We look for a limit function of each term in (3.6) asε → 0. For allx ∈ (E(rε) ∩ Ω) \ E, we
have by (3.3) and Lemma 2.4

|uε(x)| ≤ Cεd(x,E)2−n+m + v(x)

and by Lemma 3.1

v(x) ≤


Cd(x,E)2−α+p(2−n+m) if p(2− n+m)− α < −2,

C

(
1 + log+

1

d(x,E)

)
if p(2− n+m)− α = −2,

C if p(2− n+m)− α > −2.

Let 0 < r < min{rε, d(D, ∂Ω)/2} andz ∈ E ∩ D. ThenB(z, 2r) ⊂ Ω. Take a nonnegative
functionϕ ∈ C∞

0 (B(z, 2r)) satisfyingϕ = 1 onB(z, r) and|∆ϕ| ≤ C/r2 onB(z, 2r). Then, by
Lemma 2.2,

µε(B(z, r)) ≤
∫
B(z,2r)

ϕdµε =

∫
B(z,2r)

(−∆ϕ)uε dx ≤ C

r2

∫
B(z,2r)\E

|uε| dx

≤


C(εrm + rn−α+p(2−n+m)) if p(2− n+m)− α < −2,

C(εrm − rn−2 log r) if p(2− n+m)− α = −2,

C(εrm + rn−2) if p(2− n+m)− α > −2.

By the covering lemma, we findN -pointszj in E ∩ D such that{B(zj , r/5)}Nj=1 are mutually

disjoint andE ∩D ⊂
∪N

j=1B(zj , r). NotingN ≤ Cr−m by (2.2), we obtain

µε(E ∩D) ≤
N∑
j=1

µε(B(zj , r))

≤


C(ε+ rn−m−α+p(2−n+m)) if p(2− n+m)− α < −2,

C(ε− rn−m−2 log r) if p(2− n+m)− α = −2,

C(ε+ rn−m−2) if p(2− n+m)− α > −2.

Sincen−m− α+ p(2− n+m) > 0, n−m− 2 > 0 andr > 0 is arbitrary, we have

µε(E ∩D) ≤ Cε.

Let x ∈ D \ E. ThenGD(x, ·) is bounded onE ∩D, and so

lim
ε→0+

∫
E∩D

GD(x, y) dµε(y) = 0.

Also, sinceF (·, u,∇u)+C2d(·, E)−αρp is locally bounded onD\E andµε = −∆uε = F (·, u,∇u)+
C2d(·, E)−αρp in D \ E in the sense of distributions, the uniqueness of such a Radon measure im-
plies

dµε(y) = {F (y, u(y),∇u(y)) + C2d(y,E)−αρ(y)p} dy onD \ E.

Therefore, for allx ∈ D \ E,

lim
ε→0+

∫
D

GD(x, y) dµε(y) =

∫
D\E

GD(x, y)F (y, u(y),∇u(y)) dy + v(x)− h1(x),

whereh1 is a harmonic function onD appearing in the Riesz decomposition ofv onD.
By the way, we see from (3.4) thatuε(x) ≥ u(x) ≥ −Cρ(x) for all x ∈ D \ E and−Cρ is

subharmonic onD. Sincehε is the greatest harmonic minorant ofuε onD, it follows thathε ≥ −Cρ
onD, and sohε converges decreasingly to a harmonic functionh0 onD asε decreases to0. After
ε → 0 in (3.6) and cancellingv from the both sides, we obtain (3.2) withh = h0 − h1 for all
x ∈ D \ E.
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Lemma 3.3. Assumptions are the same as Theorem 1.1. LetD be a bounded open set such that
D ⊂ Ω. Thenu is bounded onD \ E.

Proof. We give the proof only when1 < p < (n −m)/(n −m − 2) because the case0 ≤ p ≤ 1

follows by the similar way (see Remark 3.4 below). Then0 < n−m−α− p(n−m− 2) < 2−α.
LetN be the smallest natural number satisfying

N ≥
log

2− α

n−m− α− p(n−m− 2)

log p
,

which is equivalent to

pN := pN (2− n+m) + (2− α)pN−1 + · · ·+ (2− α)p+ 2− α ≥ 0.

We first consider the caseN ≥ 2. Observe that ifN = 2, thenm−n < p(2−n+m)−α < −2,
and that ifN ≥ 3, then forj = 2, . . . , N − 1,

m− n < p(2− n+m)− α

< pj(2− n+m) + (2− α)pj−1 + · · ·+ (2− α)p− α < −2.

In the arguments below, we apply Lemma 2.3 repeatedly to get better estimates foru. Take bounded
open setsDj (j = 1, . . . , N + 2) so that

D1 ⊂ Ω, Dj ⊂ Dj−1 (j = 2, . . . , N + 2) and DN+2 = D.

By Lemma 3.2, for eachj, there is a harmonic functionhj onDj such that for allx ∈ Dj \ E,

u(x) = hj(x) +

∫
Dj\E

GDj
(x, y)F (y, u(y),∇u(y)) dy.

Also, as in (3.5), we have for ally ∈ D1 \ E,

|F (y, u(y),∇u(y))| ≤ Cd(y,E)−α+p(2−n+m). (3.7)

Sinceh1 is bounded onD2, it follows from Lemma 2.3 that for allx ∈ D2 \ E,

|u(x)| ≤ C + C

∫
D1

∥x− y∥2−nd(y,E)−α+p(2−n+m) dy ≤ Cd(x,E)2−α+p(2−n+m),

and so by (1.7),
|F (x, u(x),∇u(x))| ≤ Cd(x,E)−α+(2−α)p+p2(2−n+m). (3.8)

Sinceh2 is bounded onD3, it follows from (3.8) and Lemma 2.3 that for allx ∈ D3 \ E,

|u(x)| ≤ Cd(x,E)2−α+(2−α)p+p2(2−n+m),

and so by (1.7),

|F (x, u(x),∇u(x))| ≤ Cd(x,E)−α+(2−α)p+(2−α)p2+p3(2−n+m).

Repeating this processN − 1 times, we obtain for allx ∈ DN \ E,

|F (x, u(x),∇u(x))| ≤ Cd(x,E)pN−2.

Again, by the boundedness ofhN onDN+1 and Lemma 2.3, we have for allx ∈ DN+1 \ E,

|u(x)| ≤

C
(
1 + log+

1

d(x,E)

)
if pN = 0,

C if pN > 0.

If pN > 0, then the lemma follows sinceD ⊂ DN+1. If pN = 0, then we takeε > 0 with
α+ε < 2. The above inequality implies that|u(x)| ≤ Cd(x,E)−ε/p, and so|F (x, u(x),∇u(x))| ≤
Cd(x,E)−α−ε for all x ∈ DN+1 \ E. Lemma 2.3 concludes thatu is bounded onDN+2 = D.

WhenN = 1, at most twice application of Lemma 2.3 yields the boundedness ofu, because
p(2− n+m)− α ≥ −2.
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Remark3.4. When0 ≤ p ≤ 1, we can take1 < q < (n−m− α)/(n−m− 2) because ofα < 2.
SinceΩ is bounded, we haved(x,E)−γ ≤ Cd(x,E)−δ for all x ∈ Ω if 0 ≤ γ ≤ δ, and so (3.7) and
each estimate for|u| and|F | are valid forq in place ofp. Hence Lemma 3.3 is true for0 ≤ p ≤ 1 as
well.

Now we are ready to prove Theorem 1.1.

Proof of Theorem 1.1.LetD be a bounded open set such thatD ⊂ Ω. Then (1.7) and Lemma 3.3
imply thatF (·, u,∇u) is bounded onD \ E. By the regularity theorem of the Green potential, the
integral in (3.2) is aC1-function onD. Define

u(x) :=


u(x) for x ∈ D \ E,

h(x) +

∫
D\E

GD(x, y)F (y, u(y),∇u(y)) dy for x ∈ E,

whereh is a harmonic function onD given in Lemma 3.2. Then, for allx ∈ D,

u(x) = h(x) +

∫
D

GD(x, y)F (y, u(y),∇u(y)) dy,

and sou is a solution of (1.6) inD. SinceD is arbitrary, this completes the proof.

4 Positive solutions with a prescribed singular set

We discuss the existence of positive solutions of semilinear elliptic equations with singularities on
a prescribed compact set. Throughout this section, we suppose thatΩ is a boundedC1,1-domain
in Rn, wheren ≥ 3, and thatE is a compact Lipschitz set inΩ of dimensionm < n − 2. Let us
consider semilinear elliptic equations of the form{

−∆u+ V u = f(x, u) in Ω \ E,
u = 0 on∂Ω,

(4.1)

where the equation is understood in the sense of distributions andV and f are Borel functions
conditioned in terms of the extended Kato classK(Ω). A Borel functionϕ onΩ is said to belong to
K(Ω) if

lim
r→0+

(
sup
x∈Ω

∫
B(x,r)∩Ω

d(y, ∂Ω)

d(x, ∂Ω)
GΩ(x, y)|ϕ(y)| dy

)
= 0.

This was introduced by M̂aagli and Zribi [20]. Note that this condition is weaker near∂Ω than the
original Kato class condition [2] and thatK(Ω) is strictly bigger thanLq(Ω) for q > n/2. See their
paper for more concrete examples. It is known that ifϕ ∈ K(Ω), then the quantity

∥ϕ∥K(Ω) := sup
x∈Ω

∫
Ω

d(y, ∂Ω)

d(x, ∂Ω)
GΩ(x, y)|ϕ(y)| dy

is finite (see [20, Proposition 2]). We impose the following conditions onV andf :

(A1) V ∈ K(Ω) and∥V ∥K(Ω) < 1/(4C3) for some sufficiently large constantC3 > 0,

(A2) f is a Borel function onΩ× (0,∞) such thatf(x, ·) is continuous on(0,∞) for eachx ∈ Ω,

(A3) there exists a nonnegative Borel functionψ onΩ × (0,∞) such that for eachx ∈ Ω, ψ(x, ·)
is nondecreasing andψ(x, t) → 0 ast→ 0+ and that

|f(x, t)| ≤ tψ(x, t) for a.e.(x, t) ∈ Ω× (0,∞),

(A4) ψ(·, d(·, ∂Ω)d(·, E)2−n+m) ∈ K(Ω).
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Remark4.1. A constantC3 in (A1) is the constant appearing in the 3G inequality and depending
only on the dimensionn and the characters ofΩ: for all x, y, z ∈ Ω,

GΩ(x, y)GΩ(y, z)

GΩ(x, z)
≤ C3

(
d(y, ∂Ω)

d(x, ∂Ω)
GΩ(x, y) +

d(y, ∂Ω)

d(z, ∂Ω)
GΩ(y, z)

)
. (4.2)

See Kalton and Verbitsky [17, Lemma 7.1].

We prove the following theorem.

Theorem 4.2. Suppose thatV and f are Borel functions onΩ and onΩ × (0,∞) respectively
satisfying(A1) – (A4). Then(4.1) has positive solutionsu ∈ C(Ω \ E) satisfying(1.11) for some
constantC > 1 and allx ∈ Ω and satisfying the integral equation

u(x) = λ

∫
E

GΩ(x, y) dHm(y)−
∫
Ω

GΩ(x, y){V (y)u(y)− f(y, u(y))} dy (4.3)

for some positive constantλ and allx ∈ Ω.

The special casem = 0 generalizes earlier results [18, 20, 24, 31] about the existence of positive
solutions blowing up at one point with the same speed as the fundamental solution of the Laplacian.
We will see in Section 5 that Theorem 1.3 withp ≥ 1 is a special case of Theorem 4.2. For the case
0 < p < 1, we need to replace (A3) by

(A3’) there exists a nonnegative Borel functionψ onΩ × (0,∞) such that for eachx ∈ Ω, ψ(x, ·)
is nonincreasing andψ(x, t) → 0 ast→ +∞ and that

|f(x, t)| ≤ tψ(x, t) for a.e.(x, t) ∈ Ω× (0,∞).

Theorem 4.3. Suppose thatV and f are Borel functions onΩ and onΩ × (0,∞) respectively
satisfying(A1), (A2), (A3’) and (A4). Then(4.1) has positive solutionsu ∈ C(Ω \ E) satisfying
(1.11)and(4.3) for some positive constantsC, λ and allx ∈ Ω.

Theorems 4.2 and 4.3 will be proved by the similar way to [14, 20] using the Schauder fixed point
theorem. But our interest is the existence of solutions with singularities onE, not an isolated singu-
larity, and thus an integral operator we consider is different from [14, 20] and further discussions are
needed. For completeness, we give a proof after preparing several elementary lemmas.

We recall the following lower and upper estimates of the Green function (see [30, 32]): for all
x, y ∈ Ω,

GΩ(x, y) ≥
1

C
min

{
1,
d(x, ∂Ω)d(y, ∂Ω)

∥x− y∥2

}
∥x− y∥2−n (4.4)

and

GΩ(x, y) ≤ Cmin

{
1,
d(x, ∂Ω)

∥x− y∥
,
d(x, ∂Ω)d(y, ∂Ω)

∥x− y∥2

}
∥x− y∥2−n, (4.5)

where the constantC > 1 depends only on the characters ofΩ and the dimensionn. Let

ρΩ(x) :=

∫
E

GΩ(x, y) dHm(y) for x ∈ Ω.

Note thatρΩ is positive and harmonic onΩ\E and vanishes continuously on∂Ω sinceE is compact
in Ω.

Lemma 4.4. Letr > 0 be small. Then there exists a positive constantC depending onr andHm(E)

such that for allx ∈ Ω \ E(r),
ρΩ(x) ≤ Cd(x, ∂Ω).

Proof. Let x ∈ Ω \ E(r). By (4.5), we have

ρΩ(x) ≤ C

∫
E

d(x, ∂Ω)

∥x− y∥n−1
dHm(y) ≤ C

rn−1
d(x, ∂Ω)Hm(E),

as required.
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Lemma 4.5. There exists a constantC > 1 depending ond(E, ∂Ω) andHm(E) such that for all
x ∈ Ω,

ρΩ(x) ≥
1

C
d(x, ∂Ω).

Proof. SinceΩ is bounded, we obtain from (4.4) that for allx, y ∈ Ω,

GΩ(x, y) ≥
1

C
d(x, ∂Ω)d(y, ∂Ω), (4.6)

and so

ρΩ(x) ≥
1

C
d(x, ∂Ω)d(E, ∂Ω)Hm(E),

as required.

Lemma 4.6. Letr > 0 be small. Then there exists a positive constantC depending onr andHm(E)

such that for allx, y ∈ Ω \ E(r),

ρΩ(x)ρΩ(y) ≤ CGΩ(x, y).

In particular,

ρΩ(y)
2 ≤ C

ρΩ(y)

ρΩ(x)
GΩ(x, y).

Proof. This follows from Lemma 4.4 and (4.6).

Lemma 4.7. Let r > 0 be small. Then there exists a positive constantC depending onr, d(E, ∂Ω)
andHm(E) such that for allx, y ∈ Ω with ∥x− y∥ ≥ r,

GΩ(x, y) ≤ CρΩ(x)ρΩ(y).

In particular,
ρΩ(y)

ρΩ(x)
GΩ(x, y) ≤ CρΩ(y)

2.

Proof. Forx, y ∈ Ω with ∥x− y∥ ≥ r, we haveGΩ(x, y) ≤ Cd(x, ∂Ω)d(y, ∂Ω)/rn by (4.5). This
lemma follows from Lemma 4.5.

Lemma 4.8. There exists a constantC4 > 1 such that for allx ∈ Ω,

1

C4
d(x, ∂Ω)d(x,E)2−n+m ≤ ρΩ(x) ≤ C4d(x, ∂Ω)d(x,E)2−n+m.

Proof. We may assume without loss of generality thatr0 < d(E, ∂Ω)/2. ThenE(r0) is compact in
Ω. By the Riesz decomposition, we have for allx ∈ E(r0),

ρΩ(x) = h(x) + ρ(x),

whereh is a negative and bounded harmonic function onE(r0) andρ is given by (2.8). It follows
from Lemma 2.4 that for allx ∈ E(r0/4),

1

C
d(x,E)2−n+m ≤ ρΩ(x) ≤ Cd(x,E)2−n+m.

Also, by Lemmas 4.4 and 4.5, we have for allx ∈ Ω \ E(r0/4),

1

C
d(x, ∂Ω) ≤ ρΩ(x) ≤ Cd(x, ∂Ω).

SinceΩ is bounded, these deduce the required estimate.

Lemma 4.9. Let y ∈ Ω. ThenGΩ(·, y)/ρΩ ∈ C(Ω \ {y}), where the value ofGΩ(·, y)/ρΩ on
E \ {y} is interpreted as0.
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Proof. SinceρΩ is positive and harmonic onΩ \ E and vanishes continuously on∂Ω, it follows, as
an application of the boundary Harnack principle, thatGΩ(·, y)/ρΩ is continuous up to∂Ω (see [1]).
ThereforeGΩ(·, y)/ρΩ ∈ C(Ω \ (E ∪ {y})). Also, the continuity onE \ {y} follows from Lemma
4.8.

Lemma 4.10. If ϕ ∈ K(Ω), then we have for eachz ∈ Ω,

lim
r→0+

(
sup
x∈Ω

∫
Ω∩B(z,r)

ρΩ(y)

ρΩ(x)
GΩ(x, y)|ϕ(y)| dy

)
= 0.

Moreover, the quantity

∥ϕ∥ρΩ := sup
x∈Ω

∫
Ω

ρΩ(y)

ρΩ(x)
GΩ(x, y)|ϕ(y)| dy

is finite and satisfies∥ϕ∥ρΩ
≤ 2C3∥ϕ∥K(Ω) with the constantC3 in (4.2).

Proof. SinceρΩ is a positive superharmonic function onΩ, the lemma follows from [20, Proposition
3].

Lemma 4.11. If ϕ ∈ K(Ω), then we have for smallr > 0,∫
Ω\E(r)

ρΩ(y)
2|ϕ(y)| dy <∞.

Proof. Let x ∈ Ω \ E(r). By Lemma 4.6, we have∫
Ω\E(r)

ρΩ(y)
2|ϕ(y)| dy ≤ C

∫
Ω\E(r)

ρΩ(y)

ρΩ(x)
GΩ(x, y)|ϕ(y)| dy ≤ C∥ϕ∥ρΩ ,

and thus the lemma follows from Lemma 4.10.

Lemma 4.12. If ϕ ∈ K(Ω), then we have for any compact subsetK ofΩ,∫
K

ρΩ(y)|ϕ(y)| dy <∞.

Proof. Takex1 ∈ Ω \ E so thatGΩ(x1, y)/ρΩ(x1) ≥ C > 0 for all y ∈ K. Then∫
K

ρΩ(y)|ϕ(y)| dy ≤ C

∫
K

ρΩ(y)

ρΩ(x1)
GΩ(x1, y)|ϕ(y)| dy ≤ C∥ϕ∥ρΩ .

Thus the lemma follows from Lemma 4.10.

The proofs of Theorems 4.2 and 4.3 are similar to each other. We give the proof only for Theorem
4.2. The different parts will be mentioned in Remarks.

Noting from (A1) and Lemma 4.10 that∥V ∥ρΩ < 1/2, we consider the following function space
and integral operator. Forλ > 0, we let

Wλ :=

{
w ∈ C(Ω) :

2(1− 2∥V ∥ρΩ)

3− 2∥V ∥ρΩ

λ ≤ w ≤ 4

3− 2∥V ∥ρΩ

λ

}
and define the operatorTλ onWλ by

Tλw(x) := λ−
∫
Ω

GΩ(x, y)

ρΩ(x)
{V (y)w(y)ρΩ(y)− f(y, w(y)ρΩ(y))} dy for x ∈ Ω. (4.7)

For simplicity, we write

ϕ(y) := |V (y)|+ ψ(y, d(y, ∂Ω)d(y,E)2−n+m).
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Thenϕ ∈ K(Ω) by (A1) and (A4). Moreover, if0 < λ ≤ (3 − 2∥V ∥ρΩ)/(4C4) with C4 being the
constant in Lemma 4.8, then we see from (A3) and Lemma 4.8 that for allw ∈Wλ, the integrand in
(4.7) is bounded by

4λ

3− 2∥V ∥ρΩ

· ρΩ(y)
ρΩ(x)

GΩ(x, y)

{
|V (y)|+ ψ(y,

4λ

3− 2∥V ∥ρΩ

ρΩ(y))

}
≤ ρΩ(y)

ρΩ(x)
GΩ(x, y)ϕ(y).

(4.8)

By Lemma 4.10,Tλ is well-defined for suchλ at least.

Remark4.13. If f satisfies (A3’) instead of (A3), then the integrand in (4.7) is bounded by

4λ

3− 2∥V ∥ρΩ

· ρΩ(y)
ρΩ(x)

GΩ(x, y)

{
|V (y)|+ ψ(y,

(2− 4∥V ∥ρΩ)λ

3− 2∥V ∥ρΩ

ρΩ(y))

}
≤ 4λ

3− 2∥V ∥ρΩ

· ρΩ(y)
ρΩ(x)

GΩ(x, y)ϕ(y),

wheneverλ ≥ C4(3− 2∥V ∥ρΩ)/(2− 4∥V ∥ρΩ).

In the arguments below, we suppose that0 < λ ≤ (3−2∥V ∥ρΩ)/(4C4). We denoteTλ(Wλ) :=

{Tλw : w ∈Wλ}.

Lemma 4.14. Tλ(Wλ) is equicontinuous onΩ.

Proof. Let ε > 0 andz ∈ Ω. By Lemma 4.10, there exists a positive constantrz such that for all
0 < r < rz,

sup
x∈Ω

∫
Ω∩B(z,r)

ρΩ(y)

ρΩ(x)
GΩ(x, y)ϕ(y) dy ≤ ε.

Let 0 < r < rz be small enough and letx1, x2 ∈ B(z, r/2) ∩ Ω. Then

|Tλw(x1)− Tλw(x2)| ≤ ε+

∫
E(r)\B(z,r)

∣∣∣∣GΩ(x1, y)

ρΩ(x1)
− GΩ(x2, y)

ρΩ(x2)

∣∣∣∣ρΩ(y)ϕ(y) dy
+

∫
Ω\(E(r)∪B(z,r))

∣∣∣∣GΩ(x1, y)

ρΩ(x1)
− GΩ(x2, y)

ρΩ(x2)

∣∣∣∣ρΩ(y)ϕ(y) dy.
SinceGΩ(x, y)/ρΩ(x) is bounded for(x, y) ∈ (B(z, r/2)∩Ω)× (E(r) \B(z, r)), it follows from
Lemmas 4.9, 4.12 and the Lebesgue convergence theorem that the first integral tends to zero as
∥x1 − x2∥ → 0. Also, by Lemma 4.7, we have for ally ∈ Ω \B(z, r),∣∣∣∣GΩ(x1, y)

ρΩ(x1)
− GΩ(x2, y)

ρΩ(x2)

∣∣∣∣ ≤ CρΩ(y),

and so Lemmas 4.9, 4.11 and the Lebesgue convergence theorem imply that the second integral tends
to zero as∥x1 − x2∥ → 0. ThusTλw is continuous atz uniformly forw ∈Wλ.

Lemma 4.15. There exists a positive constantλ0 ≤ (3− 2∥V ∥ρΩ)/(4C4) such that if0 < λ ≤ λ0,
thenTλ(Wλ) ⊂Wλ. Furthermore,Tλ(Wλ) is relatively compact inC(Ω).

Proof. Letw ∈Wλ. For0 < η < 1, we define

Ψη(x) :=

∫
Ω

ρΩ(y)

ρΩ(x)
GΩ(x, y)ψ(y, ηρΩ(y)) dy for x ∈ Ω.

The same arguments as in the proof of Lemma 4.14 shows thatΨη ∈ C(Ω). Also, (A3) and Lemma
4.10 imply thatΨη converges decreasingly to zero function onΩ asη decreases to0. By the Dini
theorem, the convergence is uniform onΩ. Therefore there exists a positive constantλ0 such that
for all 0 < λ ≤ λ0,

sup
x∈Ω

Ψ4λ/(3−2∥V ∥ρΩ
)(x) ≤

1− 2∥V ∥ρΩ

4
. (4.9)
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By (4.7) and (4.8), we have

|Tλw(x)− λ| ≤ 4λ

3− 2∥V ∥ρΩ

{
∥V ∥ρΩ +Ψ4λ/(3−2∥V ∥ρΩ

)(x)
}

≤ 1 + 2∥V ∥ρΩ

3− 2∥V ∥ρΩ

λ.

This andTλw ∈ C(Ω) conclude thatTλ(Wλ) ⊂ Wλ. The relatively compactness follows from
Lemma 4.14 and the Ascoli-Arzelá theorem.

Remark4.16. If f satisfies (A3’) instead of (A3), then (4.9) is replaced by

sup
x∈Ω

Ψ(2−4∥V ∥ρΩ
)λ/(3−2∥V ∥ρΩ

)(x) ≤
1− 2∥V ∥ρΩ

4

for all λ ≥ λ0 ≥ C4(3− 2∥V ∥ρΩ)/(2− 4∥V ∥ρΩ).

Lemma 4.17. If 0 < λ ≤ λ0, thenTλ is continuous onWλ.

Proof. Let {wj} be a sequence inWλ converging tow ∈ Wλ with respect to the uniform norm
on C(Ω). By (A2) and Lemma 4.14,Tλwj converges pointwisely toTλw on Ω. The relatively
compactness ofTλ(Wλ) implies the uniform convergence.

Proof of Theorem 4.2.Let0 < λ ≤ λ0. Observe from Lemmas 4.15 and 4.17 thatWλ is a nonempty
bounded closed convex subset ofC(Ω) andTλ is a continuous mapping fromWλ into itself such
thatTλ(Wλ) is relatively compact inC(Ω). By the Schauder fixed point theorem, there isw ∈ Wλ

such thatTλw = w. Let u := ρΩw. Thenu ∈ C(Ω \ E) andu satisfies (1.11) by Lemma 4.8, and
sou vanishes continuously on∂Ω. Also, by the definition ofTλ, we have for allx ∈ Ω,

u(x) = λρΩ(x)−
∫
Ω

GΩ(x, y){V (y)u(y)− f(y, u(y))} dy.

SinceρΩ is harmonic onΩ \ E, we see thatu satisfies−∆u+ V u = f(x, u) in Ω \ E in the sense
of distributions. This completes the proof.

5 Proof of Theorem 1.3

We apply Theorems 4.2 and 4.3 to prove Theorem 1.3.

Proof of Theorem 1.3.For simplicity, we writeγ := n−m− α+ p(2− n+m). Let

ϕ(x) := d(x,E)γ−2d(x, ∂Ω)p−1−β for x ∈ Ω.

Taking Theorems 4.2 and 4.3 into account, it suffices to showϕ ∈ K(Ω). Let 0 < r < r1 :=

d(E, ∂Ω)/4 and let

Φ(x, r) :=

∫
B(x,r)∩Ω

d(y, ∂Ω)

d(x, ∂Ω)
GΩ(x, y)ϕ(y) dy

=

∫
B(x,r)∩Ω

d(y,E)γ−2d(y, ∂Ω)p−β

d(x, ∂Ω)
GΩ(x, y) dy.

We consider several cases separately.

Case 1:2r ≤ min{d(x,E), d(x, ∂Ω)}. We have for ally ∈ B(x, r),

1

2
d(x,E) ≤ d(y,E) ≤ 2d(x,E),

1

2
d(x, ∂Ω) ≤ d(y, ∂Ω) ≤ 2d(x, ∂Ω),
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and so
Φ(x, r) ≤ Cd(x,E)γ−2d(x, ∂Ω)p−β−1r2.

If d(x,E) ≤ r1, thenr1 ≤ d(x, ∂Ω) ≤ diamΩ. Therefore

Φ(x, r) ≤ Cd(x,E)γ−2r2 ≤

{
Cr2 if γ − 2 ≥ 0,

Crγ if γ − 2 < 0.

If d(x,E) ≥ r1, then

Φ(x, r) ≤ Cd(x, ∂Ω)p−β−1r2 ≤

{
Cr2 if p− β − 1 ≥ 0,

Crp−β+1 if p− β − 1 < 0.

Case 2:d(x, ∂Ω) < 2r ≤ d(x,E). We note that for ally ∈ B(x, r),

d(y, ∂Ω) ≤ d(x, ∂Ω) + ∥x− y∥ ≤ 3r,

d(y,E) ≥ d(E, ∂Ω)− d(x, ∂Ω)− ∥x− y∥ ≥ r1.

Let 0 < ε < min{1, p− β + 1}. We see from (4.5) that

GΩ(x, y) ≤ C
d(x, ∂Ω)d(y, ∂Ω)1−ε

∥x− y∥n−ε
.

Therefore

Φ(x, r) ≤ C

∫
B(x,r)

d(y, ∂Ω)p−β+1−ε∥x− y∥ε−n dy ≤ Crp−β+1.

Case 3:d(x,E) < 2r ≤ d(x, ∂Ω). We note that for ally ∈ B(x, r),

d(y,E) ≤ 3r and 2d(x, ∂Ω) ≥ d(y, ∂Ω) ≥ r1.

Therefore we have by Lemma 2.2

Φ(x, r) ≤ C

∫
B(x,r)

d(y,E)γ−2∥x− y∥2−n dy

≤ C

(
r2−n

∫
B(x,r)

d(y,E)γ−2 dy + (n− 2)

∫ r

0

t1−n

∫
B(x,t)

d(y,E)γ−2 dydt

)
≤ Crγ .

Note that the casemax{d(x,E), d(x, ∂Ω)} < 2r does not occur by our choice ofr1. Hence we
obtain

lim
r→0+

(
sup
x∈Ω

Φ(x, r)

)
= 0,

and thusϕ ∈ K(Ω).

Finally, we apply Theorems 4.2 or 4.3 to complete the proof.
Case 1:p ̸= 1. SinceV ≡ 0 andf(x, t) = a(x)tp fulfill (A1), (A2), (A4) and either (A3) or (A3’),
there are positive solutionsu ∈ C(Ω \ E) of (1.10) satisfying (1.11) and

u(x) = λρΩ(x) +

∫
Ω

GΩ(x, y)a(y)u(y)
p dy for x ∈ Ω.

Then it follows from [23, Theorem 6.6 in p. 119] thatu ∈ C2(Ω \ E) and (1.10) is satisfied in the
classical sense.
Case 2: p = 1. Since0 < ∥ϕ∥K(Ω) < ∞, we have∥a∥K(Ω) < 1/(4C3) whenever0 < c <

1/(4C3∥ϕ∥K(Ω)). Therefore we can apply Theorem 4.2 withV = −a andf ≡ 0 to obtain the
result.
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