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Abstract

We study time-global positive solutions of semilinear heat equations of the formut −∆u =

f(x, u) in a bounded Lipschitz domainΩ in Rn. In particular, we show the existence of a positive
solution with a time-independent singularity at a boundary pointξ of Ω which converges to a pos-
itive solution, with the behavior like the Martin kernel atξ, of the corresponding elliptic equation
at time infinity. A nonlinear termf is conditioned in terms of a certain Lipschitz continuity with
respect to the second variable and a generalized Kato class associated with the Martin kernel atξ,
and admits not only usual oneV (x)up(log(1 + u))q, but also one with variable exponents.
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1 Introduction

During the last few decades, the existence and the asymptotic behavior of time-global positive solu-
tions, with a time-independent singularity or a time-dependent singularity, of the heat equation with a
nonlinear reaction term in the whole spaceRn or in a bounded domain inRn have been studied exten-
sively. Now, letΩ be a domain inRn (n ≥ 3) containing the origin0, and consider the initial-boundary
value problem 

ut −∆u = V (x)up in (Ω \ {0})× (0,∞),

u = 0 on∂Ω× (0,∞),

u(x, 0) = u0(x) for all x ∈ Ω.

(1.1)

Here,u = u(x, t), ∆ is the Laplacian with respect tox ∈ Rn, ut = ∂u/∂t, V is a nonnegative Borel
measurable function onΩ, p > 1, u0 is a nonnegative continuous function onΩ, and the equation
ut −∆u = V (x)up is understood in the sense of distributions. In [15], Sato proved that, in the case
whereΩ = Rn, V (x) ≡ 1 and

n

n− 2
< p <


n+ 2

√
n− 1

n− 4 + 2
√
n− 1

if n ≤ 10,

n+ 2

n− 1
if n > 10,
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the problem (1.1) has a time-global positive solutionuwith a time-independent singularity at the origin
such that for eacht > 0, ∥x∥2/(p−1)u(x, t) converges to some constantL depending only onp andn
asx → 0, and for eachx ∈ Rn \ {0}, u(x, t) converges to the singular steady-stateL∥x∥−2/(p−1) as
t → ∞, whenever the initial valueu0(x) is not greater thanC∥x∥−2/(p−1) for some constantC > 0.
Also, Sato and Yanagida [16, 17] investigated, forp andV being the same as above, the existence of
time-local and time-global positive solutions with a prescribed time-dependent singularity inRn and
some properties including a comparison principle, whenu0 behaves like the above singular steady-
state. In contrast, whenV (x) vanishes continuously at the origin or1 < p < n/(n− 2), one can get a
singular solution with the different behavior from the above singular steady-state. Before their works,
Zhang and Zhao [18] proved the existence of a time-global positive solution, with a time-independent
singularity at the origin, of the problem (1.1) in a bounded Lipschitz domainΩ which converges
to a singular solution, with the behavior like the fundamental solution of Laplace’s equation, of the
corresponding elliptic problem at time infinity. It is noteworthy that their arguments from the point of
view of potential theory enable us to treat a general potentialV and a nonsmooth domainΩ. Later,
Riahi [14] generalized a potential class and refined their arguments to give a simpler proof. Also, in the
recent papers due to Kan and Takahashi [10, 11], the existence and the behavior of positive solutions
of ut −∆u = up having a prescribed time-dependent singularity in the case1 < p < n/(n − 2) are
studied. We refer to Karch and Zheng [12] for the Navier-Stokes system.

As far as I know, there is no result concerning the existence of time-global positive solutions with
singularities on the boundary. This problem requires more delicate estimates in our analysis, because a
singularity is influenced by the shape of a domain, and is more difficult than the problem of an interior
singularity. The purpose of this paper is to show the existence of a positive solutionu = u(x, t) with
a time-independent singularity atξ ∈ ∂Ω, the boundary ofΩ, of the initial-boundary value problem
for the following semilinear heat equation:

ut −∆u = f(x, u) in Ω× (0,∞),

u = 0 on (∂Ω \ {ξ})× (0,∞),

u(x, 0) = u0(x) for all x ∈ Ω,

(1.2)

wheref is a nonnegative Borel measurable function onΩ× [0,∞) satisfying weak conditions stated
below, and the equationut −∆u = f(x, u) is understood in the sense of distributions. LetMΩ(·, ξ)
be the Martin (Poisson) kernel onΩ with pole atξ and letKξ(Ω) denote the generalized Kato class
associated withMΩ(·, ξ) (see Section 2.1 and Definition 2.12 below for their definitions). We assume

(A1) f is nonnegative and Borel measurable onΩ× [0,∞),

(A2) there is a nonnegative Borel measurable functionψ onΩ× [0,∞) such that

• for eachx ∈ Ω, ψ(x, ·) is nondecreasing on[0,∞) and lim
u→0+

ψ(x, u) = 0,

• ψ(·,MΩ(·, ξ)) ∈ Kξ(Ω),

• whenever0 ≤ u1 ≤ u2, we have

|f(x, u1)− f(x, u2)| ≤ ψ(x, u2)|u1 − u2| for all x ∈ Ω.

Our main result is as follows.

Theorem 1.1. LetΩ be a bounded Lipschitz domain inRn (n ≥ 2) and letξ ∈ ∂Ω. Assume thatf
satisfies(A1) and (A2). Then there exists a constantλ0 > 0 such that the following statements hold
for eachλ ∈ (0, λ0]:
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(i) for any nonnegative continuous functionu0 satisfyingu0(x) ≤ λMΩ(x, ξ) for all x ∈ Ω, the
problem(1.2)has a positive continuous solutionu satisfying

u(x, t) ≤ 3λMΩ(x, ξ) for all (x, t) ∈ Ω× (0,∞)

and

lim
x→ξ

u(x, t)

MΩ(x, ξ)
= λ for eacht > 0,

(ii) for the solutionu in (i), there exists a positive continuous solutionu∞ of the elliptic problem{
−∆u∞ = f(x, u∞) in Ω,

u∞ = 0 on∂Ω \ {ξ},
(1.3)

satisfying
λMΩ(x, ξ) ≤ u∞(x) ≤ 3λMΩ(x, ξ) for all x ∈ Ω (1.4)

and

lim
x→ξ

u∞(x)

MΩ(x, ξ)
= λ (1.5)

such that

lim
t→∞

u(x, t)

MΩ(x, ξ)
=

u∞(x)

MΩ(x, ξ)
uniformly forx ∈ Ω. (1.6)

Remark1.2. SinceMΩ(·, ξ) is bounded onΩ \B(ξ, r), it follows from (1.6) that for eachr > 0,

lim
t→∞

u(x, t) = u∞(x) uniformly for x ∈ Ω \B(ξ, r).

Remark1.3. WhenΩ is a bounded smooth domain, we have the following example off . Let γ be a
real number and letp(x) andV (x) be nonnegative Borel measurable functions onΩ such that

1 < p(x) ≤ esssup
x∈Ω

p(x) <
n+ 1− γ

n− 1
and V (x) ≤ CδΩ(x)

−γ

for a.e.x ∈ Ω and some constantC > 0, whereδΩ(x) is the distance fromx to ∂Ω. Thenf(x, u) =
V (x)up(x) satisfies (A1) and (A2). WhenΩ is a bounded Lipschitz domain, the range ofp(x) depends
on the boundary decay rate of the Green function for the Laplacian (see Example 4.2 below).

In Section 2, we collect some notation, known results and basic lemmas. A proof of Theorem 1.1
is given in Section 3. Examples off are presented in Section 4.

2 Preliminary materials

In what follows, we suppose thatΩ is a bounded Lipschitz domain inRn (n ≥ 2) and we fixξ ∈ ∂Ω

andx0 ∈ Ω. The notation∥x∥ stands for the Euclidean norm of a pointx on Rn. The Euclidean
distance fromx to the boundary∂Ω of Ω is denoted byδΩ(x). ByB(x, r) we denote the open ball of
centerx and radiusr > 0. Also, the symbolC denotes an absolute positive constant whose value may
vary at each occurrence. If necessary, we useC1, C2, . . . to specify them. WritingC = C(a, b, . . . )

stands for the dependences ona, b, . . . of a constantC. If C depends on the diameter ofΩ, the
Lipschitz characters ofΩ andδΩ(x0), then we writeC = C(Ω) simply. Also, we use the notations
a ∧ b = min{a, b} anda ∨ b = max{a, b}.
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2.1 Green function and Martin kernel for the Laplacian

By GΩ we denote the (Dirichlet) Green function onΩ for the Laplacian∆. Let us recall two-sided
global estimates forGΩ from [6]. Since the boundary decay rate ofGΩ varies at each boundary point,
we need an auxiliary set to control the boundary behavior ofGΩ. Forx, y ∈ Ω, we define

Be(x, y) =

{
b ∈ Ω :

1

C1
(∥b− x∥ ∨ ∥b− y∥) ≤ ∥x− y∥ ≤ C1δΩ(b)

}
.

Here the subscript “e” stands for “elliptic”. We see that there isC1 = C(n,Ω) ≥ 1 such thatBe(x, y)

is nonempty for any pairx, y ∈ Ω and thatBe(x, y) ⊂ Ω except for the casex = y ∈ ∂Ω. Let

g(x) = GΩ(x, x0) ∧ 1.

Note that there existC = C(n,Ω) ≥ 1 andβ ≤ 1 ≤ α (both depend only onn andΩ) such that

1

C
δΩ(x)

α ≤ g(x) ≤ CδΩ(x)
β for all x ∈ Ω. (2.1)

When∂Ω is smooth, we can takeα = β = 1.

Lemma 2.1. There existsC = C(n,Ω) ≥ 1 such that for allx, y ∈ Ω andb ∈ Be(x, y),

1

C

g(x)g(y)

g(b)2
N(x, y) ≤ GΩ(x, y) ≤ C

g(x)g(y)

g(b)2
N(x, y),

where

N(x, y) =

1 + log+
δΩ(x) ∧ δΩ(y)

∥x− y∥
if n = 2,

∥x− y∥2−n if n ≥ 3.

(2.2)

Also, the following estimates are helpful. See [6, Lemma 3.3] and [7, Lemma 2.4] for (i) and (ii).
The third one follows immediately from (2.1) and the definition ofBe.

Lemma 2.2. The following statements hold:

(i) if x, y ∈ Ω satisfy∥x − y∥ ≤ k(δΩ(x) ∧ δΩ(y)) for somek > 0, then there existsC =

C(k, n,Ω) > 0 such thatg(x) ≤ Cg(y),

(ii) there existsC = C(n,Ω) > 0 such thatg(x)∨g(y) ≤ Cg(b) for all x, y ∈ Ω andb ∈ Be(x, y),

(iii) there existsC = C(n,Ω) > 0 such thatg(b) ≥ CδΩ(b)
α ≥ C∥x − y∥α for all x, y ∈ Ω and

b ∈ Be(x, y), whereα ≥ 1 is as in(2.1).

Next, we recall the Martin kernel onΩ with pole atξ ∈ ∂Ω. Owing to Hunt–Wheeden’s work [9]
(see also Aikawa [1]), it is known that there exists a unique positive harmonic function onΩ vanishing
continuously on∂Ω \ {ξ} and taking the value1 at the pointx0. Such a harmonic function is called
theMartin kernelat ξ and is denoted byMΩ(·, ξ). Actually, this can be obtained by

MΩ(x, ξ) = lim
y→ξ

GΩ(x, y)

GΩ(x0, y)
for x ∈ Ω. (2.3)

The following estimate is found in [6, Lemma 4.2].

Lemma 2.3. There existsC = C(n,Ω) ≥ 1 such that for allx ∈ Ω andb ∈ Be(x, ξ),

1

C

g(x)

g(b)2
∥x− ξ∥2−n ≤MΩ(x, ξ) ≤ C

g(x)

g(b)2
∥x− ξ∥2−n.

In particular, g(x) ≤ CMΩ(x, ξ) for all x ∈ Ω.
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2.2 Green function and kernel function for the heat operator

Let ΓΩ denote the (Dirichlet) Green function onΩ × R for the heat operator (in other words, the
Dirichlet heat kernel onΩ). This is invariant under translation in time: for allx, y ∈ Ω ands, t, τ ∈ R,

ΓΩ(x, t+ τ ; y, s+ τ) = ΓΩ(x, t; y, s), (2.4)

and has the reproducing property: for allx, y ∈ Ω ands < τ < t,

ΓΩ(x, t; y, s) =

∫
Ω
ΓΩ(x, t; z, τ)ΓΩ(z, τ ; y, s) dz. (2.5)

Also, the following connection with the Green functionGΩ for the Laplacian is known: for allx, y ∈
Ω,

GΩ(x, y) =

∫ ∞

0
ΓΩ(x, τ ; y, 0) dτ. (2.6)

Then the change of variablesτ = t− s, together with (2.4) and (2.6), gives

GΩ(x, y) ≥
∫ t

0
ΓΩ(x, τ ; y, 0) dτ =

∫ t

0
ΓΩ(x, t; y, s) ds. (2.7)

We need a sharp estimate ofΓΩ near the boundary. The boundary behavior ofΓΩ in large time is well
known by virtue of Davies’ work [4, Theorem 4.2.5]: there existT > 0 andC = C(n,Ω) ≥ 1 such
that for allx, y ∈ Ω andt ≥ T ,

1

C
g(x)g(y)e−C2t ≤ ΓΩ(x, t; y, 0) ≤ Cg(x)g(y)e−C2t, (2.8)

whereC2 > 0 is the first eigenvalue of the minus Laplacian−∆. The boundary behavior in small time
is more delicate. Let us recall two-sided estimates obtained recently in [8]. LetT > 0 be as above.
Then there existsC3 = C(Ω, T ) > 1 such that for anyx ∈ Ω and0 < t < T , the set

Bp(x, t) =

{
b ∈ Ω :

1

C3
∥b− x∥ ≤

√
t ≤ C3δΩ(b)

}
is nonempty (see [8, Lemma 2.1]). Here the subscript “p” stands for “parabolic”. For simplicity, we
write

γC(x, t) =
C

tn/2
exp

(
−∥x∥2

Ct

)
.

Lemma 2.4. There existsC = C(n,Ω, T ) > 1 such that for allx, y ∈ Ω and0 ≤ s < t < T ,

g(x)g(y)

g(bx)g(by)
γ 1

C
(x− y, t− s) ≤ ΓΩ(x, t; y, s) ≤

g(x)g(y)

g(bx)g(by)
γC(x− y, t− s),

whenever we choose auxiliary points frombx ∈ Bp(x, t− s) andby ∈ Bp(y, t− s).

This is just for reference that the partg(x)g(y)/g(bx)g(by) can be estimated as follows:

1

C

(
δΩ(x)√
t− s

∧ 1

)α( δΩ(y)√
t− s

∧ 1

)α

≤ g(x)g(y)

g(bx)g(by)
≤ C

(
δΩ(x)√
t− s

∧ 1

)β( δΩ(y)√
t− s

∧ 1

)β

,

whereα andβ are the constants appearing in (2.1) (see [8, Corollary 1.2 and Section 4]). The follow-
ing estimates ofg will be used later (see [8, Lemmas 2.3 and 4.2]).
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Lemma 2.5. There existsC = C(n,Ω, T ) ≥ 1 with the following properties:

(i) g(x) ≤ Cg(b) for all (x, t) ∈ Ω× (0, T ) andb ∈ Bp(x, t),

(ii) g(b) ≥ C−1δΩ(b)
α ≥ C−1tα/2 for all (x, t) ∈ Ω× (0, T ) andb ∈ Bp(x, t), whereα ≥ 1 is as

in (2.1).

Next, let us recall a kernel function with pole at the point(ξ, 0) for the heat equation. Owing to
Kemper’s work [13], it is known that there exists a unique nonnegative solution of the heat equation
in Ω × R vanishing continuously on(∂Ω × R) \ {(ξ, 0)} and taking the value1 at the point(x0, T ).
This solution is denoted byKΩ(x, t; ξ, 0). As shown in [8, Lemma 5.1], this can be obtained by

KΩ(x, t; ξ, 0) = lim
y→ξ

ΓΩ(x, t; y, 0)

ΓΩ(x0, T ; y, 0)
for (x, t) ∈ Ω× R. (2.9)

From (2.8), we can see the large time behavior ofKΩ: there existsC = C(n,Ω) ≥ 1 such that

1

C
g(x)e−C2(t−T ) ≤ KΩ(x, t; ξ, 0) ≤ Cg(x)e−C2(t−T ) for all x ∈ Ω andt ≥ T.

The following estimate ofKΩ in small time is found in [8, Theorem 5.2].

Lemma 2.6. There existsC = C(n,Ω, T ) ≥ 1 such that for all(x, t) ∈ Ω× (0, T ),

g(x)

g(bx)g(bξ)
γ 1

C
(x− ξ, t) ≤ KΩ(x, t; ξ, 0) ≤

g(x)

g(bx)g(bξ)
γC(x− ξ, t),

whenever we choose auxiliary points frombx ∈ Bp(x, t) andbξ ∈ Bp(ξ, t).

Also,KΩ has the following connection with the Martin kernel.

Lemma 2.7. For all x ∈ Ω, we have

MΩ(x, ξ) = C4

∫ ∞

0
KΩ(x, τ ; ξ, 0) dτ,

whereC4
−1 =

∫∞
0 KΩ(x0, τ ; ξ, 0) dτ .

Proof. Let x, y ∈ Ω. By (2.6), we have

GΩ(x, y)

GΩ(x0, y)
=

∫ ∞

0

ΓΩ(x, τ ; y, 0)

ΓΩ(x0, T ; y, 0)
dτ

/∫ ∞

0

ΓΩ(x0, τ ; y, 0)

ΓΩ(x0, T ; y, 0)
dτ.

As y → ξ, we get the required equality from (2.3), (2.9) and Lebesgue’s dominated convergence
theorem. This is possible by virtue of (2.8) and Lemma 2.4. In fact, ifx ∈ Ω is fixed, then using
Lemma 2.5 we see that for ally ∈ Ω \B(x, δΩ(x)/2),

ΓΩ(x, τ ; y, 0)

ΓΩ(x0, T ; y, 0)
≤


C

τ (n+α)/2
exp

(
−δΩ(x)

2

Cτ

)
if 0 < τ < T,

Ce−C2τ if τ ≥ T.

The right hand side is integrable forτ ∈ (0,∞). Thus Lebesgue’s dominated convergence theorem is
applicable.
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Lemma 2.8. For all x ∈ Ω andt > 0, we have∫
Ω
ΓΩ(x, t; y, 0)MΩ(y, ξ) dy ≤MΩ(x, ξ).

Proof. By Lemma 2.7, Fubini–Tonelli’s theorem and (2.4), we have∫
Ω
ΓΩ(x, t; y, 0)MΩ(y, ξ) dy = C4

∫ ∞

0

∫
Ω
ΓΩ(x, t+ s; y, s)KΩ(y, s; ξ, 0) dyds.

Also, Fatou’s lemma, together with (2.5) and (2.9), yields∫
Ω
ΓΩ(x, t+ s; y, s)KΩ(y, s; ξ, 0) dy ≤ KΩ(x, t+ s; ξ, 0).

SinceC4

∫∞
0 KΩ(x, t + s; ξ, 0) ds ≤ C4

∫∞
0 KΩ(x, s; ξ, 0) ds = MΩ(x, ξ), we obtain the required

inequality.

Lemma 2.9. Let t > 0. Then the following statements hold:

(i) lim
x→η

∫
Ω
ΓΩ(x, t; y, 0)MΩ(y, ξ) dy = 0 for eachη ∈ ∂Ω,

(ii) lim
x→ξ

1

MΩ(x, ξ)

∫
Ω
ΓΩ(x, t; y, 0)MΩ(y, ξ) dy = 0.

Proof. Let η ∈ ∂Ω and lett > 0 be fixed. By Lemmas 2.2–2.5 andγC(x− y, t) ≤ Ct−n/2, we have

ΓΩ(x, t; y, 0)MΩ(y, ξ) ≤ C
g(x)

g(b(x,t))g(b(y,t))

(
g(y)

g(byξ)

)2

γC(x− y, t)∥y − ξ∥2−n

≤ C(t)g(x)∥y − ξ∥2−n (2.10)

for all x, y ∈ Ω, whereb(x,t) ∈ Bp(x, t), b(y,t) ∈ Bp(y, t) andbyξ ∈ Be(y, ξ). Therefore∫
Ω
ΓΩ(x, t; y, 0)MΩ(y, ξ) dy ≤ C(t)g(x) → 0 (x→ η),

and thus (i) holds.
Next, letx ∈ Ω, let t > 0 and letbxξ ∈ Be(x, ξ). Then, by Lemma 2.3 and (2.10),

ΓΩ(x, t; y, 0)MΩ(y, ξ)

MΩ(x, ξ)
≤ C(t)g(bxξ)

2∥x− ξ∥n−2∥y − ξ∥2−n for all y ∈ Ω,

and so
1

MΩ(x, ξ)

∫
Ω
ΓΩ(x, t; y, 0)MΩ(y, ξ) dy ≤ C(t)g(bxξ)

2∥x− ξ∥n−2.

Sinceg(bxξ) ≤ CδΩ(bxξ)
β ≤ C∥bxξ − ξ∥β ≤ C∥x − ξ∥β by (2.1), we obtain (ii) (even when

n = 2).

Lemma 2.10. For eacht > 0, the functionx 7→
∫ t
0 KΩ(x, τ ; ξ, 0) dτ/MΩ(x, ξ) is continuous onΩ

and has a continuous extension toΩ. Moreover, for eacht0 > 0,

lim
x→ξ

∫ t
0 KΩ(x, τ ; ξ, 0) dτ

MΩ(x, ξ)
=

1

C4
uniformly fort ≥ t0, (2.11)

whereC4 is the constant in Lemma 2.7, and the family of such extended functions with parameter
t ≥ t0 is equicontinuous onΩ.
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Proof. Let t > 0 be fixed. It is easy to see, using Lebesgue’s dominated convergence theorem, that
the functionx 7→

∫ t
0 KΩ(x, τ ; ξ, 0) dτ/MΩ(x, ξ) is continuous at each point inΩ. We have to prove

the continuity at a boundary point. Since∫ t
0 KΩ(x, τ ; ξ, 0) dτ

MΩ(x, ξ)
=

1

C4
−

∫∞
t KΩ(x, τ ; ξ, 0) dτ

MΩ(x, ξ)
,

it suffices to show the continuity of the right hand side. Letη ∈ ∂Ω \ {ξ} and letx1, x2 ∈ Ω ∩
B(η, ∥η − ξ∥/2). Then∣∣∣∣
∫∞
t KΩ(x1, τ ; ξ, 0) dτ

MΩ(x1, ξ)
−

∫∞
t KΩ(x2, τ ; ξ, 0) dτ

MΩ(x2, ξ)

∣∣∣∣ ≤ ∫ ∞

0

∣∣∣∣KΩ(x1, τ ; ξ, 0)

MΩ(x1, ξ)
− KΩ(x2, τ ; ξ, 0)

MΩ(x2, ξ)

∣∣∣∣ dτ.
(2.12)

Note from Athanasopoulos–Caffarelli–Salsa’s result [2, Corollary 1] thatKΩ(x, τ ; ξ, 0)/MΩ(x, ξ) has
a finite limit asx→ η. Since we have by Lemmas 2.3, 2.5 and 2.6 that forx ∈ Ω andbxξ ∈ Be(x, ξ),

KΩ(x, τ ; ξ, 0)

MΩ(x, ξ)
≤

Cg(bxξ)
2∥x− ξ∥n−2 1

τ (n/2)+α
exp

(
−∥x− ξ∥2

Cτ

)
if 0 < τ < T,

Cg(bxξ)
2∥x− ξ∥n−2e−C2(τ−T ) if τ ≥ T,

(2.13)

≤


C

τ (n/2)+α
exp

(
−∥x− ξ∥2

Cτ

)
if 0 < τ < T,

Ce−C2(τ−T ) if τ ≥ T,

it follows from Lebesgue’s dominated convergence theorem that the right hand side of (2.12) tends to
zero as∥x1 − x2∥ → 0. Hence the functionx 7→

∫∞
t KΩ(x, τ ; ξ, 0) dτ/MΩ(x, ξ) has a continuous

extension toΩ \ {ξ} and the continuity is uniform fort > 0.
Next, we show the continuity atξ. Let t ≥ t0 > 0. Write ρ = ∥x − ξ∥. Then, by (2.13) and

(n/2) + α− 2 ≥ 0,∫∞
t KΩ(x, τ ; ξ, 0) dτ

MΩ(x, ξ)
≤ Cg(bxξ)

2ρn−2

{∫ T

t0

1

τ (n/2)+α
exp

(
− ρ2

Cτ

)
dτ +

∫ ∞

T
e−C2(τ−T ) dτ

}
≤ Cg(bxξ)

2ρn−2

[
1

t
(n/2)+α−2
0

C

ρ2

{
exp

(
− ρ2

CT

)
− exp

(
− ρ2

Ct0

)}
+

1

C2

]
.

The right hand side goes to zero asρ = ∥x − ξ∥ → 0. Hence we obtain (2.11). Thus the lemma is
proved.

Remark2.11. SinceMΩ(·, ξ) vanishes continuously on∂Ω \ {ξ}, we see from Lemma 2.10 that for
eacht > 0, the functionx 7→

∫ t
0 KΩ(x, τ, ξ, 0) dτ vanishes continuously on∂Ω \ {ξ}.

2.3 Generalized Kato class associated with the Martin kernel atξ

In this subsection, we recall the definition of an admissible function class for the elliptic problem (1.3)
introduced in [5] and give some elementary properties used later.

Definition 2.12. A Borel measurable functionφ onΩ is said to belong to thegeneralized Kato class
Kξ(Ω) associated withMΩ(·, ξ) if the following two conditions are satisfied:

lim
r→0

(
sup
x∈Ω

∫
Ω∩B(x,r)

MΩ(y, ξ)GΩ(x, y)

MΩ(x, ξ)
|φ(y)| dy

)
= 0, (2.14)

lim
r→0

(
sup
x∈Ω

∫
Ω∩B(ξ,r)

MΩ(y, ξ)GΩ(x, y)

MΩ(x, ξ)
|φ(y)| dy

)
= 0. (2.15)
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Forφ ∈ Kξ(Ω), we write

∥φ∥Kξ(Ω) = sup
x∈Ω

∫
Ω

MΩ(y, ξ)GΩ(x, y)

MΩ(x, ξ)
|φ(y)| dy.

Here we append a little explanation onKξ(Ω). The classical Kato classK(Ω) in higher dimen-
sions, often adopted in the study of potential theory for the stationary Schrödinger operator∆+ φ, is
the set of all Borel measurable functionsφ onΩ satisfying

lim
r→0

(
sup
x∈Ω

∫
Ω∩B(x,r)

|φ(y)|
∥x− y∥n−2

dy

)
= 0.

The Newton kernel∥x − y∥2−n is independent of the shape of a domainΩ and this fact restricts the
growth order of functions inK(Ω) near∂Ω. By Cranston–Fabes–Zhao [3, Theorem 3.1], we know
that there isC = C(n,Ω) > 0 such that

MΩ(y, ξ)GΩ(x, y)

MΩ(x, ξ)
≤ C{∥x− y∥2−n + ∥y − ξ∥2−n} for all x, y ∈ Ω.

Moreover, ifx ∈ Ω is fixed, thenMΩ(y, ξ)GΩ(x, y)/MΩ(x, ξ) vanishes continuously asy → ∂Ω \
{ξ}. Thus we find the inclusion relationship:Lq

loc(R
n) ⊊ K(Ω) ⊊ Kξ(Ω) for anyq > n/2.

We need simple estimates forMΩ(y, ξ)GΩ(x, y)/MΩ(x, ξ) to obtain properties onKξ(Ω).

Lemma 2.13. LetC5 > 0. Then there existsC = C(C5, n,Ω) > 0 such that

g(bxy) ≤ Cg(bxξ) for bxy ∈ Be(x, y) andbxξ ∈ Be(x, ξ),

wheneverx, y ∈ Ω satisfy∥x− y∥ ≤ C5∥x− ξ∥.

Proof. LetC1 be the constant in the definition ofBe. If ∥x− ξ∥/2C1 ≤ ∥x− y∥ ≤ C5∥x− ξ∥, then

∥bxy − bxξ∥ ≤ ∥bxy − x∥+ ∥x− bxξ∥ ≤ C1(∥x− y∥+ ∥x− ξ∥)
≤ C(∥x− y∥ ∧ ∥x− ξ∥) ≤ C(δΩ(bxy) ∧ δΩ(bxξ)).

Therefore, by Lemma 2.2,g(bxy) andg(bxξ) are comparable in this case. Consider the case∥x−y∥ ≤
∥x− ξ∥/2C1. Then

∥x− ξ∥ ≤ ∥x− bxy∥+ ∥bxy − ξ∥ ≤ C1∥x− y∥+ ∥bxy − ξ∥ ≤ 1

2
∥x− ξ∥+ ∥bxy − ξ∥,

and so∥x− ξ∥ ≤ 2∥bxy − ξ∥. Moreover,

∥bxy − ξ∥ ≤ ∥bxy − x∥+ ∥x− ξ∥ ≤ C1∥x− y∥+ ∥x− ξ∥ ≤ 2∥x− ξ∥.

We takeb ∈ Be(bxy, ξ). Then

∥b− bxξ∥ ≤ ∥b− ξ∥+ ∥ξ − bxξ∥ ≤ C1(∥bxy − ξ∥+ ∥x− ξ∥)
≤ C(∥bxy − ξ∥ ∧ ∥x− ξ∥) ≤ C(δΩ(b) ∧ δΩ(bxξ)).

It then follows from Lemma 2.2 thatg(bxy) ≤ Cg(b) ≤ Cg(bxξ). Thus the lemma is proved.

Lemma 2.14. Letα ≥ 1 be as in(2.1). Then there existsC = C(n,Ω) > 0 such that

MΩ(y, ξ)
2 ≤ C

∥x− ξ∥n−2+2α

MΩ(y, ξ)GΩ(x, y)

MΩ(x, ξ)
,

wheneverx, y ∈ Ω satisfy∥x− y∥ ≤ ∥x− ξ∥/2.
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Proof. We give a proof in the casen ≥ 3, because the casen = 2 is similar. It suffices to show that if
∥x− y∥ ≤ ∥x− ξ∥/2, then

MΩ(x, ξ)MΩ(y, ξ)

GΩ(x, y)
≤ C

∥x− ξ∥n−2+2α
. (2.16)

By Lemmas 2.1, 2.3 and 2.13, we get

MΩ(x, ξ)MΩ(y, ξ)

GΩ(x, y)
≤ C

(
g(bxy)

g(bxξ)g(byξ)

)2( ∥x− y∥
∥x− ξ∥∥y − ξ∥

)n−2

≤ C

g(byξ)2

(
∥x− y∥

∥x− ξ∥∥y − ξ∥

)n−2

,

wherebxy ∈ Be(x, y), bxξ ∈ Be(x, ξ) andbyξ ∈ Be(y, ξ). Since∥x − ξ∥/2 ≤ ∥y − ξ∥ ≤ 2∥x − ξ∥,
we have (

∥x− y∥
∥x− ξ∥∥y − ξ∥

)n−2

≤ C

∥x− ξ∥n−2

andg(byξ) ≥ C∥y − ξ∥α ≥ C∥x− ξ∥α by Lemma 2.2. Thus (2.16) follows.

Lemma 2.15. Letα ≥ 1 be as in(2.1). Then there existsC = C(n,Ω) > 0 such that

MΩ(y, ξ)GΩ(x, y)

MΩ(x, ξ)
≤ CN(x, y)

∥x− y∥2α
MΩ(y, ξ)

2 for all x, y ∈ Ω,

where the functionN(x, y) is given by(2.2).

Proof. By Lemmas 2.1 and 2.3, we get

GΩ(x, y)

MΩ(x, ξ)MΩ(y, ξ)
≤ C

(
g(bxξ)g(byξ)

g(bxy)

)2(
∥x− ξ∥∥y − ξ∥

)n−2
N(x, y) ≤ CN(x, y)

∥x− y∥2α
,

sinceΩ is bounded,g ≤ 1 andg(bxy) ≥ C∥x− y∥α by Lemma 2.2. Thus the lemma follows.

Using Lemmas 2.14 and 2.15, we can obtain the following three lemmas by the same way as in the
case whereΩ is smooth (see [5, Lemmas 5.6, 5.7 and 5.8]). For reader’s convenience, we give proofs.

Lemma 2.16. If φ ∈ Kξ(Ω), then∫
Ω\B(ξ,r)

MΩ(x, ξ)
2|φ(x)| dx <∞ for eachr > 0. (2.17)

Moreover,∥φ∥Kξ(Ω) <∞.

Proof. Let 0 < δ < r/2 be small enough. CoveringΩ \ B(ξ, r) by finitely many ballsB(xj , δ) with
xj ∈ Ω \B(ξ, r), we can obtain from Lemma 2.14 and (2.14) that∫

Ω\B(ξ,r)
MΩ(y, ξ)

2|φ(y)| dy ≤ C

δn−2+2α

∑
j

∫
Ω∩B(xj ,δ)

MΩ(y, ξ)GΩ(xj , y)

MΩ(xj , ξ)
|φ(y)| dy <∞.

Thus (2.17) follows. Also, this and Lemma 2.15 give

sup
x∈Ω

∫
Ω\(B(x,δ)∪B(ξ,δ))

MΩ(y, ξ)GΩ(x, y)

MΩ(x, ξ)
|φ(y)| dy ≤ C(δ, n,Ω)

∫
Ω\B(ξ,δ)

MΩ(y, ξ)
2|φ(y)| dy <∞.

This, together with (2.14) and (2.15), yields∥φ∥Kξ(Ω) <∞.
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Lemma 2.17. If φ ∈ Kξ(Ω), then

lim
r→0

(
sup
x∈Ω

∫
Ω∩B(z,r)

MΩ(y, ξ)GΩ(x, y)

MΩ(x, ξ)
|φ(y)| dy

)
= 0 for eachz ∈ Ω.

Proof. Let z ∈ Ω. From (2.14), (2.15) and Lemma 2.15, we see that for eachε > 0 there isδ > 0

such that for allx ∈ Ω andr > 0,∫
Ω∩B(z,r)

MΩ(y, ξ)GΩ(x, y)

MΩ(x, ξ)
|φ(y)| dy ≤ ε+

∫
Ω∩B(z,r)\(B(x,δ)∪B(ξ,δ))

MΩ(y, ξ)GΩ(x, y)

MΩ(x, ξ)
|φ(y)| dy

≤ ε+ C(δ, α, n)

∫
Ω∩B(z,r)\B(ξ,δ)

MΩ(y, ξ)
2|φ(y)| dy.

The right hand side is independent ofx. In view of Lemma 2.16, we obtain the required property.

Lemma 2.18. Letφ ∈ Kξ(Ω). Then the function

Φ(x) =

∫
Ω

MΩ(y, ξ)GΩ(x, y)

MΩ(x, ξ)
φ(y) dy for x ∈ Ω

is continuous onΩ and has a continuous extension toΩ. Moreover,lim
x→ξ

Φ(x) = 0.

Proof. Let ε > 0, let z ∈ Ω \ {ξ} and letx1, x2 ∈ Ω ∩ B(z, δ/2). If δ > 0 is small enough, then we
have by Lemma 2.17

|Φ(x1)− Φ(x2)| ≤ ε+

∫
Ω\(B(z,δ)∪B(ξ,δ))

∣∣∣∣GΩ(x1, y)

MΩ(x1, ξ)
− GΩ(x2, y)

MΩ(x2, ξ)

∣∣∣∣MΩ(y, ξ)|φ(y)| dy.

Note thatGΩ(x, y)/MΩ(x, ξ) has a finite limit asx → z (see Aikawa [1]). Since the integrand is
bounded byC(δ, α, n)MΩ(y, ξ)

2|φ(y)| by virtue of Lemma 2.15, it follows from Lemma 2.16 and
Lebesgue’s dominated convergence theorem that the above integral tends to zero as∥x1 − x2∥ → 0.
ThusΦ is continuous atz ∈ Ω \ {ξ}.

Also, we have

|Φ(x)| ≤ ε+

∫
Ω\B(ξ,δ)

MΩ(y, ξ)GΩ(x, y)

MΩ(x, ξ)
|φ(y)| dy,

and, using Lemmas 2.1 and 2.3, we observe thatGΩ(x, y)/MΩ(x, ξ) → 0 asx → ξ. By the same
reasoning as above, the integral tends to zero asx→ ξ. HenceΦ is continuous onΩ and lim

x→ξ
Φ(x) =

0.

3 Proof of Theorem 1.1

Let 0 < λ ≤ λ0, whereλ0 > 0 is chosen later. Assume that0 ≤ u0(x) ≤ λMΩ(x, ξ) for all x ∈ Ω.
Let v(x, t) =

∫
Ω ΓΩ(x, t; y, 0)u0(y) dy be a solution of the heat equation with the initial valueu0:

vt = ∆v in Ω× (0,∞),

v = 0 on∂Ω× (0,∞),

v(x, 0) = u0(x) for all x ∈ Ω.

Note from Lemmas 2.8 and 2.9 that

0 ≤ v(x, t) ≤ λMΩ(x, ξ) for all (x, t) ∈ Ω× (0,∞), (3.1)
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and

lim
x→ξ

v(x, t)

MΩ(x, ξ)
= 0 for eacht > 0. (3.2)

Also, for simplicity, we write

h(x, t) = C4

∫ t

0
KΩ(x, τ ; ξ, 0) dτ for (x, t) ∈ Ω× (0,∞),

whereC4 is the constant in Lemma 2.7. It is easy to see from the definition ofKΩ and Lemma 2.7
thath is a positive solution of the heat equation

ht = ∆h in Ω× (0,∞),

h = 0 on (∂Ω \ {ξ})× (0,∞),

h(x, 0) = 0 for all x ∈ Ω,

satisfying
0 ≤ h(x, t) ≤MΩ(x, ξ) for all (x, t) ∈ Ω× (0,∞). (3.3)

Therefore, in order to prove the existence of a positive solution of (1.2), it is enough to show that there
is a positive continuous solutionu in Ω× (0,∞) of the integral equation

u(x, t) = λh(x, t) + v(x, t) +

∫ t

0

∫
Ω
ΓΩ(x, t; y, s)f(y, u(y, s)) dyds. (3.4)

To this end, forλ ∈ (0, 1/3], we let

Wλ =

{
w ∈ Cb(Ω× (0,∞)) :

0 ≤ w(x, t) ≤ 3λ for all (x, t) ∈ Ω × (0,∞) and
lim
t→∞

w(x, t) exists for eachx ∈ Ω

}
,

whereCb(Ω× (0,∞)) denotes the space of all bounded continuous functions onΩ× (0,∞) endowed
with the uniform norm∥ · ∥∞, and consider the operatorTλ onWλ defined by

Tλ[w](x, t) =
λh(x, t) + v(x, t)

MΩ(x, ξ)
+ Γ[w](x, t) for (x, t) ∈ Ω× (0,∞),

where

Γ[w](x, t) =
1

MΩ(x, ξ)

∫ t

0

∫
Ω
ΓΩ(x, t; y, s)f(y, w(y, s)MΩ(y, ξ)) dyds.

It is easy to see thatWλ is closed in the Banach spaceCb(Ω × (0,∞)). We will show thatTλ has a
fixed point inWλ by using Banach’s fixed point theorem. In the arguments below, we note from (A2)
with u1 = 0 andu2 = w(y, s)MΩ(y, ξ) that ifw ∈Wλ, then

f(y, w(y, s)MΩ(y, ξ)) ≤ 3λMΩ(y, ξ)ψ(y, 3λMΩ(y, ξ)) (3.5)

≤MΩ(y, ξ)ψ(y,MΩ(y, ξ)) (3.6)

for all (y, s) ∈ Ω× (0,∞).

Claim 1. There existsλ1 ∈ (0, 1/3] such that wheneverλ ∈ (0, λ1] andw ∈Wλ, we have

0 ≤ Tλ[w](x, t) ≤ 3λ for all (x, t) ∈ Ω× (0,∞).
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Proof. Consider the family{Ψλ : 0 < λ < 1} of functions defined by

Ψλ(x) =

∫
Ω

MΩ(y, ξ)GΩ(x, y)

MΩ(x, ξ)
ψ(y, λMΩ(y, ξ)) dy for x ∈ Ω.

Sinceψ(·, λMΩ(·, ξ)) ∈ Kξ(Ω), it follows from Lemma 2.18 thatΨλ has a continuous extension, say
Ψλ, toΩ. Also, the functionλ 7→ Ψλ(x) is nondecreasing and tends to zero asλ → 0+ by (A2). We
then see from Dini’s theorem thatΨλ(x) → 0 uniformly for x ∈ Ω asλ→ 0+; namely,

lim
λ→0+

∥ψ(·, λMΩ(·, ξ))∥Kξ(Ω) = 0. (3.7)

Therefore it follows from (2.7), (3.5) and (3.7) that

0 ≤ Γ[w](x, t) ≤ 3λ∥ψ(·, 3λMΩ(·, ξ))∥Kξ(Ω) ≤ λ for all (x, t) ∈ Ω× (0,∞),

wheneverλ > 0 is sufficiently small. This, together with (3.1) and (3.3), concludes the claim.

Claim 2. For w ∈Wλ with λ ∈ (0, 1/3], we have

(i) ∥Γ[w]∥∞ ≤ ∥ψ(·,MΩ(·, ξ))∥Kξ(Ω) <∞,

(ii) Γ[w] is continuous onΩ× (0,∞),

(iii) for eacht > 0, Γ[w](·, t) has a continuous extension, sayΓ[w](·, t), toΩ, and

lim
x→ξ

Γ[w](x, t) = 0, (3.8)

(iv) {Γ[w](·, t) : t > 0} is equicontinuous onΩ,

(v) lim
t→∞

Γ[w](x, t) exists for eachx ∈ Ω.

Proof. For simplicity, we writeφ(y) = ψ(y,MΩ(y, ξ)) ∈ Kξ(Ω). By (2.7) and (3.6), we have for all
(x, t) ∈ Ω× (0,∞),

Γ[w](x, t) ≤
∫
Ω

MΩ(y, ξ)GΩ(x, y)

MΩ(x, ξ)
φ(y) dy ≤ ∥φ∥Kξ(Ω) <∞.

Thus (i) holds.
Next, we show that for eacht > 0, Γ[w](·, t) has a continuous extension toΩ and the continuity

is uniform fort > 0. Let z ∈ Ω \ {ξ} and letε > 0. By Lemma 2.17, there existsr > 0 such that

sup
x∈Ω

∫
Ω∩B(z,r)

MΩ(y, ξ)GΩ(x, y)

MΩ(x, ξ)
φ(y) dy < ε, (3.9)

sup
x∈Ω

∫
Ω∩B(ξ,r)

MΩ(y, ξ)GΩ(x, y)

MΩ(x, ξ)
φ(y) dy < ε. (3.10)

Let x1, x2 ∈ Ω ∩B(z, r/2) andt > 0. By (3.6), (2.4) and the change of variablesτ = t− s, we have

|Γ[w](x1, t)− Γ[w](x2, t)| ≤
∫
Ω

(∫ t

0

∣∣∣∣ΓΩ(x1, t; y, s)

MΩ(x1, ξ)
− ΓΩ(x2, t; y, s)

MΩ(x2, ξ)

∣∣∣∣ ds)MΩ(y, ξ)φ(y) dy

≤
∫
Ω

(∫ ∞

0

∣∣∣∣ΓΩ(x1, τ ; y, 0)

MΩ(x1, ξ)
− ΓΩ(x2, τ ; y, 0)

MΩ(x2, ξ)

∣∣∣∣ dτ)MΩ(y, ξ)φ(y) dy

=: I1 + I2 + I3,
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whereI1 =
∫
Ω∩B(z,r) . . . dy, I2 =

∫
Ω∩B(ξ,r) . . . dy andI3 =

∫
Ω\(B(z,r)∪B(ξ,r)) . . . dy. If one proves

that these integrals are bounded byCε, then we can conclude thatΓ[w] is continuous atz uniformly
for t > 0. From (2.6), (3.9) and (3.10), we getI1 ≤ 2ε andI2 ≤ 2ε. ConsiderI3. Since we know
from [2, Corollary 1] thatΓΩ(·, τ ; y, 0)/MΩ(·, ξ) has a continuous extension toΩ \ {ξ}, we have
only to estimateΓΩ(x, τ ; y, 0)/MΩ(x, ξ) by a function independent ofx. Letx ∈ Ω ∩B(z, r/2) and
y ∈ Ω \ (B(z, r) ∪ B(ξ, r)). If 0 < τ < T , then by Lemmas 2.3–2.5 we have forb(x,τ) ∈ Bp(x, τ)

andb(y,τ) ∈ Bp(y, τ),

ΓΩ(x, τ ; y, 0)

MΩ(x, ξ)
≤ g(x)g(y)

g(b(x,τ))g(b(y,τ))

C

τn/2
exp

(
−∥x− y∥2

Cτ

)/
MΩ(x, ξ)

≤ C

τα+(n/2)
exp

(
− r2

Cτ

)
MΩ(y, ξ). (3.11)

If τ ≥ T , then Lemma 2.3 and (2.8) give

ΓΩ(x, τ ; y, 0)

MΩ(x, ξ)
≤ C

g(x)g(y)e−C2τ

MΩ(x, ξ)
≤ CMΩ(y, ξ)e

−C2τ , (3.12)

whereC2 > 0. Now, letρ(y, τ) be defined by the right hand sides of (3.11) and (3.12). Since∫
Ω\(B(z,r)∪B(ξ,r))

∫ ∞

0
ρ(y, τ)MΩ(y, ξ)φ(y) dτdy ≤ C

∫
Ω\B(ξ,r)

MΩ(y, ξ)
2φ(y) dy

and the right hand side is finite by Lemma 2.16, it follows from Lebesgue’s dominated convergence
theorem thatI3 < ε whenever∥x1 − x2∥ is sufficiently small. ThereforeΓ[w](·, t) is continuous at
z ∈ Ω \ {ξ}. Moreover, we have by Lemma 2.18

Γ[w](x, t) ≤
∫
Ω

MΩ(y, ξ)GΩ(x, y)

MΩ(x, ξ)
φ(y) dy → 0 (x→ ξ).

HenceΓ[w](·, t) has a continuous extension toΩ and the continuity is uniform fort > 0. Thus (iii)
and (iv) hold.

Next, we show thatΓ[w] is continuous at(x1, t1) ∈ Ω× (0,∞). If ∥x−x1∥ is small enough, then
by the above we have for allt > 0,

|Γ[w](x, t)− Γ[w](x1, t1)| ≤ |Γ[w](x, t)− Γ[w](x1, t)|+ |Γ[w](x1, t)− Γ[w](x1, t1)|
≤ ε+ |Γ[w](x1, t)− Γ[w](x1, t1)|.

By (2.4), the change of variablesτ = t− s, (A2) and (3.6), we have

|Γ[w](x1, t)− Γ[w](x1, t1)|

≤ 1

MΩ(x1, ξ)

∫
Ω

∣∣∣∣∫ t

0
ΓΩ(x1, τ ; y, 0)f(y, w(y, t− τ)MΩ(y, ξ)) dτ

−
∫ t1

0
ΓΩ(x1, τ ; y, 0)f(y, w(y, t1 − τ)MΩ(y, ξ)) dτ

∣∣∣∣ dy
≤

∫
Ω

(∫ t1

0
ΓΩ(x1, τ ; y, 0)|w(y, t− τ)− w(y, t1 − τ)| dτ

)
MΩ(y, ξ)

MΩ(x1, ξ)
φ(y) dy

+

∫
Ω

(∫ t∨t1

t∧t1
ΓΩ(x1, τ ; y, 0) dτ

)
MΩ(y, ξ)

MΩ(x1, ξ)
φ(y) dy, (3.13)
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where we assumed for convenience thatw(y, s) = 0 for s ≤ 0. By Lebesgue’s dominated convergence
theorem, both of the integrals of the right hand side converge to zero ast → t1. ThereforeΓ[w] is
continuous at(x1, t1). Thus (ii) holds.

Finally, we show (v). Let0 < t1 < t2 andx ∈ Ω. By the same way as (3.13), we have

|Γ[w](x, t1)− Γ[w](x, t2)|

≤
∫
Ω

(∫ ∞

0
ΓΩ(x, τ ; y, 0)|w(y, t1 − τ)− w(y, t2 − τ)| dτ

)
MΩ(y, ξ)

MΩ(x, ξ)
φ(y) dy

+

∫
Ω

(∫ t2

t1

ΓΩ(x, τ ; y, 0) dτ

)
MΩ(y, ξ)

MΩ(x, ξ)
φ(y) dy.

Sincew(y, t) has a finite limit ast→ ∞, the right hand side becomes smaller ift1 is bigger. Therefore
Γ[w](x, t) has a finite limit ast→ ∞.

The above two claims show thatTλ is a mapping fromWλ intoWλ, whenever0 < λ ≤ λ1.

Claim 3. There existsλ0 > 0 such that wheneverλ ∈ (0, λ0],

∥Tλ[w1]− Tλ[w2]∥∞ = ∥Γ[w1]− Γ[w2]∥∞ ≤ 1

2
∥w1 − w2∥∞ for all w1, w2 ∈Wλ.

Moreover, there is a unique positive functionw∗ ∈Wλ such thatTλ[w∗] = w∗.

Proof. Note from (3.7) that there isλ0 ∈ (0, λ1] such that

∥ψ(·, 3λMΩ(·, ξ))∥Kξ(Ω) ≤
1

2
for all λ ∈ (0, λ0].

Let 0 < λ ≤ λ0 and letw1, w2 ∈Wλ. Then, by (A2),

|f(y, w1(y, s)MΩ(y, ξ))− f(y, w2(y, s)MΩ(y, ξ))| ≤ ψ(y, 3λMΩ(y, ξ))MΩ(y, ξ)∥w1 − w2∥∞,

and so

∥Tλ[w1]− Tλ[w2]∥∞ = ∥Γ[w1]− Γ[w2]∥∞ ≤ ∥ψ(·, 3λMΩ(·, ξ))∥Kξ(Ω)∥w1 − w2∥∞

≤ 1

2
∥w1 − w2∥∞.

SinceWλ is closed in the Banach spaceCb(Ω× (0,∞)), the existence ofw∗ in the claim follows from
Banach’s fixed point theorem. Sincew∗ = Tλ[w∗] ≥ λh/MΩ(·, ξ), w∗ is positive onΩ.

Claim 4. Letw∗ be as in Claim 3. Thenw∗(·, t) converges uniformly onΩ ast → ∞. Moreover, the
limit function, sayw∞, satisfies

w∞(x) = λ+
1

MΩ(x, ξ)

∫
Ω
GΩ(x, y)f(y, w∞(y)MΩ(y, ξ)) dy for all x ∈ Ω. (3.14)

Proof. Note that

w∗(x, t) = Tλ[w∗](x, t) =
λh(x, t) + v(x, t)

MΩ(x, ξ)
+ Γ[w∗](x, t) for (x, t) ∈ Ω× (0,∞). (3.15)

By Lemmas 2.7, 2.10 and Dini’s theorem,

lim
t→∞

h(x, t)

MΩ(x, ξ)
= 1 uniformly for x ∈ Ω. (3.16)
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Also, since

g(y)MΩ(y, ξ) ≤ C

(
g(y)

g(byξ)

)2

∥y − ξ∥2−n ≤ C∥y − ξ∥2−n for all y ∈ Ω andbyξ ∈ Be(y, ξ)

by Lemmas 2.2 and 2.3, we have
∫
Ω g(y)MΩ(y, ξ) dy <∞, and so by (2.8)

0 ≤ sup
x∈Ω

v(x, t)

MΩ(x, ξ)
≤ Ce−C2t

∫
Ω
g(y)u0(y) dy → 0 ast→ ∞. (3.17)

Claim 2 and Ascoli–Arzeĺa’s theorem imply thatΓ[w∗](·, t) converges uniformly onΩ ast→ ∞. All
of the above conclude thatw∗(·, t) converges uniformly onΩ ast→ ∞.

Moreover, using Lebesgue’s dominated convergence theorem and the continuity off(y, ·), we get

lim
t→∞

Γ[w∗](x, t) =
1

MΩ(x, ξ)

∫
Ω
GΩ(x, y)f(y, w∞(y)MΩ(y, ξ)) dy for x ∈ Ω.

This, together with (3.15)–(3.17), yields (3.14).

Proof of Theorem 1.1.Let 0 < λ ≤ λ0 and letw∗ be as in Claim 3. Define

u(x, t) =MΩ(x, ξ)w∗(x, t).

Thenu is a positive continuous solution of (3.4), and so of (1.2), satisfyingu(x, t) ≤ 3λMΩ(x, ξ) for
all (x, t) ∈ Ω × (0,∞). Moreover, we obtain from (3.2), (3.8), (3.15) and Lemma 2.10 that for each
t > 0,

lim
x→ξ

u(x, t)

MΩ(x, ξ)
= lim

x→ξ
w∗(x, t) = λ lim

x→ξ

h(x, t)

MΩ(x, ξ)
= λ.

Thus the first assertion of Theorem 1.1 is proved.
To show the second assertion, we defineu∞(x) =MΩ(x, ξ)w∞(x) with w∞ being as in Claim 4.

Thenu∞(x) ≤ 3λMΩ(x, ξ) for all x ∈ Ω andu∞ is continuous onΩ \ {ξ}, vanishes on∂Ω \ {ξ},
and satisfies

u∞(x) = λMΩ(x, ξ) +

∫
Ω
GΩ(x, y)f(y, u∞(y)) dy for all x ∈ Ω

by Claim 4. The last equality givesu∞(x) ≥ λMΩ(x, ξ) for all x ∈ Ω, and so (1.4) holds. Also,
(1.6) follows from Claim 4. Lemma 2.18 implies that

∫
ΩGΩ(x, y)f(y, u∞(y)) dy/MΩ(x, ξ) → 0 as

x→ ξ, and so (1.5) holds. Henceu∞ is a positive solution of (1.3) with the required properties. This
completes the proof.

4 Examples

Lemma 4.1. Letβ ≤ 1 ≤ α be as in(2.1), and letp(y) andγ(y) be Borel measurable functions on
Ω such thatp(y) ≥ 1 and

esssup
y∈Ω

{p(y)(n− 2 + α) + α(γ(y)− 1)} ∨ esssup
y∈Ω

{p(y)(n− 2 + β) + β(γ(y)− 1)} < n.

Theng(y)−γ(y)MΩ(y, ξ)
p(y)−1 ∈ Kξ(Ω).
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Proof. We give a proof forn ≥ 3, because the casen = 2 is simpler. Write

φ(y) = g(y)−γ(y)MΩ(y, ξ)
p(y)−1.

Before a proof, let us remark the following. Ifγ1(y) ≤ γ2(y), theng(y)−γ1(y) ≤ g(y)−γ2(y), so that
g(y)−γ2(y)MΩ(y, ξ)

p(y)−1 ∈ Kξ(Ω) impliesg(y)−γ1(y)MΩ(y, ξ)
p(y)−1 ∈ Kξ(Ω). Moreover,

p(y) <
n

n− 2
is equivalent to 1− p(y) <

n+ α− p(y)(n− 2 + α)

α
. (4.1)

Therefore, by considering

γ0(y) =


γ(y) ∨ (1− p(y)) if p(y) <

n

n− 2
,

γ(y) if p(y) ≥ n

n− 2
,

we may assume thatγ(y) ≥ 1− p(y) on the set wherep(y) < n/(n− 2). Note from (4.1) that for all
y ∈ Ω satisfyingp(y) ≥ n/(n− 2),

γ(y) <
n+ β − p(y)(n− 2 + β)

β
≤ n+ α− p(y)(n− 2 + α)

α
≤ 1− p(y) ≤ 0,

and thatγ(y) < 2/α ≤ 2 for all y ∈ Ω because ofp(y) ≥ 1. These will be used tacitly below. Let
x, y ∈ Ω and takebxξ ∈ Be(x, ξ), byξ ∈ Be(y, ξ) andbxy ∈ Be(x, y). By Lemmas 2.1 and 2.3, we
have

MΩ(y, ξ)GΩ(x, y)

MΩ(x, ξ)
φ(y) =

GΩ(x, y)MΩ(y, ξ)
p(y)

MΩ(x, ξ)g(y)γ(y)

≤ C
g(y)p(y)+1−γ(y)g(bxξ)

2

g(byξ)2p(y)g(bxy)2

(
∥x− ξ∥

∥x− y∥∥y − ξ∥p(y)

)n−2

. (4.2)

Now, we fixx ∈ Ω andr > 0. Put

E1 = Ω ∩B(x, r) \B(ξ,
1

2
∥x− ξ∥),

E2 = Ω ∩B(x, r) ∩B(ξ,
1

2
∥x− ξ∥).

Let y ∈ E1. We first show that
g(bxξ) ≤ Cg(byξ). (4.3)

If ∥x− ξ∥/2 ≤ ∥y − ξ∥ ≤ 2C1∥x− ξ∥ with C1 being the constant in the definition ofBe, then

∥bxξ − byξ∥ ≤ ∥bxξ − ξ∥+ ∥ξ − byξ∥ ≤ C1(∥x− ξ∥+ ∥y − ξ∥)
≤ C(∥x− ξ∥ ∧ ∥y − ξ∥) ≤ C(δΩ(bxξ) ∧ δΩ(byξ)),

and sog(bxξ) ≤ Cg(byξ) by Lemma 2.2. If∥y − ξ∥ ≥ 2C1∥x− ξ∥, then

∥bxξ − y∥ ≤ ∥bxξ − ξ∥+ ∥ξ − y∥ ≤ C1∥x− ξ∥+ ∥ξ − y∥ ≤ 2∥y − ξ∥,

∥bxξ − y∥ ≥ ∥y − ξ∥ − ∥bxξ − ξ∥ ≥ ∥y − ξ∥ − C1∥x− ξ∥ ≥ 1

2
∥y − ξ∥.

Therefore, forb ∈ Be(bxξ, y), we have

∥b− byξ∥ ≤ ∥b− y∥+ ∥y − byξ∥ ≤ C1(∥bxξ − y∥+ ∥y − ξ∥)
≤ C(∥bxξ − y∥ ∧ ∥y − ξ∥) ≤ C(δΩ(b) ∧ δΩ(byξ)),

17



and sog(bxξ) ≤ Cg(b) ≤ Cg(byξ) by Lemma 2.2. Hence (4.3) holds.
Also, g(y) ≤ C(g(bxy) ∧ g(byξ)) and∥x − y∥ ≤ ∥x − ξ∥ + ∥ξ − y∥ ≤ 3∥y − ξ∥. Therefore, if

γ(y) ≥ 0 (this does not occur fory satisfyingp(y) ≥ n/(n − 2)), then we useg(bxξ)2 ≤ Cg(byξ)
2,

g(y)p(y)−1 ≤ Cg(byξ)
p(y)−1 andg(y)2−γ(y) ≤ Cg(bxy)

2−γ(y) to get

g(y)p(y)+1−γ(y)g(bxξ)
2

g(byξ)2p(y)g(bxy)2
≤ C

g(byξ)p(y)−1g(bxy)γ(y)
≤ C

∥x− y∥α(p(y)−1+γ(y))
;

if γ(y) < 0, then we useg(y)p(y)−1−γ(y) ≤ Cg(byξ)
p(y)−1−γ(y), g(y)2 ≤ Cg(bxy)

2 andg(bxξ)2 ≤
Cg(byξ)

2 to get

g(y)p(y)+1−γ(y)g(bxξ)
2

g(byξ)2p(y)g(bxy)2
≤ C

g(byξ)p(y)−1+γ(y)
≤


C

∥x− y∥α(p(y)−1+γ(y))
if p(y) <

n

n− 2
,

C

∥y − ξ∥β(p(y)−1+γ(y))
if p(y) ≥ n

n− 2
.

Here the last inequality in the casep(y) ≥ n/(n−2) follows byg(byξ) ≤ CδΩ(byξ)
β ≤ C∥byξ−ξ∥β ≤

C∥y − ξ∥β. Hence, we obtain from (4.2) that fory ∈ E1 satisfyingp(y) < n/(n− 2),

MΩ(y, ξ)GΩ(x, y)

MΩ(x, ξ)
φ(y) ≤ C

∥x− y∥p(y)(n−2+α)+(γ(y)−1)α
,

and fory ∈ E1 satisfyingp(y) ≥ n/(n− 2),

MΩ(y, ξ)GΩ(x, y)

MΩ(x, ξ)
φ(y) ≤ C

∥x− y∥n−2∥y − ξ∥(p(y)−1)(n−2+β)+βγ(y)

≤


C

∥x− y∥p(y)(n−2+β)+(γ(y)−1)β
if (p(y)− 1)(n− 2 + β) + βγ(y) > 0,

C

∥x− y∥n−2
if (p(y)− 1)(n− 2 + β) + βγ(y) ≤ 0.

Let y ∈ E2. Since∥x− ξ∥/2 ≤ ∥x− y∥ ≤ 2∥x− ξ∥, we have

∥bxξ − bxy∥ ≤ ∥bxξ − x∥+ ∥x− bxy∥ ≤ C1(∥x− ξ∥+ ∥x− y∥)
≤ C(∥x− ξ∥ ∧ ∥x− y∥) ≤ C(δΩ(bxξ) ∧ δΩ(bxy)),

and sog(bxξ) ≤ Cg(bxy) by Lemma 2.2. Sincep(y) + 1− γ(y) > 0 andg(y) ≤ Cg(byξ), it follows
from (4.2) that

MΩ(y, ξ)GΩ(x, y)

MΩ(x, ξ)
φ(y) ≤ C

g(byξ)p(y)−1+γ(y)∥y − ξ∥p(y)(n−2)

≤


C

∥y − ξ∥p(y)(n−2+α)+(γ(y)−1)α
if p(y) <

n

n− 2
,

C

∥y − ξ∥p(y)(n−2+β)+(γ(y)−1)β
if p(y) ≥ n

n− 2
.

Here we used∥y− ξ∥α/C ≤ δΩ(byξ)
α/C ≤ g(byξ) ≤ CδΩ(byξ)

β ≤ C∥y− ξ∥β, which follows from
(2.1) and the definition ofBe. Note thatE2 ̸= ∅ implies thatE2 ⊂ B(ξ, r). Using estimates above,
we easily see thatφ satisfies (2.14). Also, (2.15) is shown by using (2.14). Indeed, since we get from
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(4.2),g(bxy) ≥ ∥x− y∥α/C, g(bxξ) ≤ C∥x− ξ∥β and∥y − ξ∥α/C ≤ g(byξ) ≤ C∥y − ξ∥β that

MΩ(y, ξ)GΩ(x, y)

MΩ(x, ξ)
φ(y) ≤ C

g(byξ)p(y)−1+γ(y)

g(bxξ)
2

g(bxy)2

(
∥x− ξ∥

∥x− y∥∥y − ξ∥p(y)

)n−2

≤


C∥x− ξ∥n−2+2β

∥x− y∥n−2+2α∥y − ξ∥p(y)(n−2+α)+(γ(y)−1)α
if p(y) <

n

n− 2
,

C∥x− ξ∥n−2+2β

∥x− y∥n−2+2α∥y − ξ∥p(y)(n−2+β)+(γ(y)−1)β
if p(y) ≥ n

n− 2
,

it follows that for sufficiently smallδ > 0,∫
Ω∩B(ξ,r)

MΩ(y, ξ)GΩ(x, y)

MΩ(x, ξ)
φ(y) dy ≤ ε+

∫
Ω∩B(ξ,r)\B(x,δ)

MΩ(y, ξ)GΩ(x, y)

MΩ(x, ξ)
φ(y) dy

≤ ε+
C

δn−2+2α
×


rn−m(α) if p(y) <

n

n− 2
,

rn−m(β) if p(y) ≥ n

n− 2
,

wherem(α) = esssupy∈Ω{p(y)(n− 2 + α) + (γ(y)− 1)α}. Henceφ ∈ Kξ(Ω).

For a Borel measurable functionp(x) onΩ, we let

p+ = esssup
x∈Ω

p(x).

Example 4.2.Letβ ≤ 1 ≤ α be as in (2.1), and letp(x), q(x) andγ(x) be Borel measurable functions
onΩ such that all of thep+, q+, γ+ are finite and

esssup
x∈Ω

{p(x)(n− 2 + α) + α(γ(x)− 1)} ∨ esssup
x∈Ω

{p(x)(n− 2 + β) + β(γ(x)− 1)} < n.

Moreover, we assume one of the following:

(i) p(x) > 1 andq(x) ≥ 0,

(ii) p(x) ≥ 1 andq(x) > 0.

If V (x) is a nonnegative Borel measurable function onΩ such that

V (x) ≤ Cg(x)−γ(x)(log(1 +MΩ(x, ξ)))
−q(x)

for almost everyx ∈ Ω and some constantC > 0, thenf(x, u) = V (x)up(x)(log(1+u))q(x) satisfies
(A1) and (A2).

Proof. Because (A1) is trivial, we have only to check (A2). Let

ψ(x, u) = (p+ + q+)V (x)up(x)−1(log(1 + u))q(x).

Thenψ is nonnegative and Borel measurable onΩ× [0,∞). Also, it is easy to see that for eachx ∈ Ω,
ψ(x, ·) is increasing on[0,∞) and lim

u→0+
ψ(x, u) = 0. Observe from Lemma 4.1 thatψ(·,MΩ(·, ξ)) ∈

Kξ(Ω). To show the Lipschitz type continuity, we note that

0 ≤ fu(x, u) = V (x)

(
p(x)up(x)−1(log(1 + u))q(x) + q(x)up(x)

(log(1 + u))q(x)−1

1 + u

)
≤ ψ(x, u),

since(1+u) log(1+u) ≥ u. Let0 ≤ u1 ≤ u2 andx ∈ Ω. Then, by the mean value theorem, we find
θ ∈ [u1, u2] such that

|f(x, u1)− f(x, u2)| = fu(x, θ)|u1 − u2| ≤ ψ(x, u2)|u1 − u2|.

Hencef satisfies (A2).
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