Phase-Lead Stabilization of Force-Projecting Master-Slave Systems with a New Sliding Mode Filter

Ryo Kikuuwe, Member, IEEE, Katsuya Kanaoka, Tomohiro Kumon, and Motoji Yamamoto, Member, IEEE

Abstract—Force-projecting master-slave control scheme is the reversed implementation of the conventional force-reflecting scheme. This paper presents a method to stabilize force-projecting master-slave systems by using the linear phase-lead compensator and a new nonlinear filter. The nonlinear filter is a modified version of Jin et al.’s (2012) parabolic sliding mode filter, which produces relatively small phase lag. Some numerical properties of the new filter are presented. The filter is then applied to an experimental master-slave system composed of two industrial manipulators. The force scaling factor of 25 was achieved with maintaining the stability.
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I. INTRODUCTION

Bilateral master-slave (MS) systems have long been studied as one of potential applications of robotics. They extend the utility of human manipulation skills by overcoming barriers of physical distance as well as the difference of scales. For example, robotically-assisted surgery allows humans to perform complex tasks in narrow or small workspaces where human hands cannot work. Another potential application is for heavy-duty robots for work sites such as those of construction and disaster relief.

Studies have been conducted on a variety of control schemes of MS systems. One of the simplest examples is the position-position scheme (also referred to as a symmetric type), in which the positional difference between the master robot and the slave robot is fed back to the actuator forces in the both sides. In this architecture, the force presented to the operator is influenced by the dynamics of both the master and slave robots. In contrast to this is the force-reflecting scheme, in which the positional difference is used as a force signal to the slave robot. In this scheme, the force signal is sent to the slave robot’s actuators. This control scheme, which we call a force-projecting scheme, is intended for heavy-duty applications such as construction and disaster relief, which require the operator’s force to be magnified in the slave robot. In such applications, it is reasonable to avoid using slave-side force sensors because they are generally fragile and the external contact may happen at other places than the end-effector. The transparency perceived by the operator is not affected by the master-robot dynamics, but is affected by the slave-robot dynamics. We, however, do not consider it a serious problem by supposing that the operator’s perception of the slave-robot dynamics may facilitate a better exploitation of the slave robot’s functionality as an extended part of his/her body, though s/he may need a training period to learn the slave robot dynamics. In addition, the direct realization of the operator’s force on the slave robot may allow the operator to better exert his/her dynamic motor skills through the slave robot.

This force-projecting MS architecture can be viewed as a special case of the Lawrence architecture (1990s) and as a sort of “position-force scheme” (1970s–80s). Its theoretical properties have been investigated by some researchers, but its practical values have not attracted much attention. In applications with a heavy-duty slave robot, the force scaling factor from the master to the slave should be from 10 to 100 or more and the position scaling factor from the slave to the master would be, roughly, 0.3 to 1, depending on the dimensions of the master robot. Such high factors have not been considered in the previous studies on the force-reflecting schemes, of which the main application is micromanipulation.

This paper uses the term “master-slave system” to mean a teleoperator that does not always involve significant communication latency. This paper considers master-slave systems that involve no latency.
One problem in common to both force-reflecting and force-projecting architectures is that the system can be easily destabilized when the force sensor is constrained by external objects [17], [18]. It has been known that the instability is intensified when the scaling factor $\lambda$ of the force is set high. The main cause of such instability is that, when the force sensor is elastically constrained by another object, the order of the closed-loop system becomes higher than fourth order, and the poles may move into the right half of the complex plane [12]. The phase lag due to the hardware compliance is also a major cause of the instability [19].

This paper shows the effectiveness of applying phase-lead compensators to the force signal to enhance the stability of the force-projecting MS systems. For reducing the noise produced by the differentiator in the phase-lead compensators, this paper presents a modified version of a parabolic sliding mode filter (PSMF) [20], [21], which is a recently-proposed noise reduction filter that produces relatively small phase lag [21]. The presented controller, composed of the sliding mode filter and the phase-lead compensator, is validated by using an experimental MS system comprising two industrial manipulators. It achieved the force scaling factor of $\lambda = 25$ with the position scaling factor of $\mu = 1$.

The rest of this paper is organized as follows. Section II formulates asymmetric MS control schemes without time delay, which can be either of the force-reflecting and force-projecting type. This section also discusses related study and the theoretical necessity of phase-lead compensation for position and/or force signals. Section III presents a new sliding mode filter for reducing the noise, which would be contained in the phase-lead signals. Section IV shows experimental results to show the effectiveness of the combination of the proposed filter and the phase-lead compensation applied to the force signal. Section V provides concluding remarks.

II. FORCE-PROJECTING/REFLECTING MS SYSTEMS

A. Instability and Phase Lag

The control architecture of a force-reflecting/projecting MS system is shown in Fig. 1. In the force-reflecting scheme, the slave robot is equipped with a force sensor and is position-controlled, and thus it can be viewed as an admittance-type robot. In contrast, the master robot needs to be backdrivable (i.e., an external force needs to influence the measured position) and is torque-commanded, and thus it can be viewed as an impedance-type robot. A force-projecting MS system [14], [15] has the reversed architecture, in which the master robot is of the admittance type and the slave robot is of the impedance type. In order to discuss these two types in a unified framework, this paper uses the terms “admittance robot” and “impedance robot” to mean either robot of the force-reflecting and force-projecting MS systems. The force measured by the force sensor on the admittance robot is produced by the actuators of the impedance robot. The position of the impedance robot is used as the desired position command provided to the admittance robot.

For simplicity, the discussion in this section is restricted to the one-dimensional case with no communication latency.
We consider the following control law:

$$f_A f_T = \lambda f_A$$  
(8)

$$f_A = C(\mu p_I - p_A)$$  
(9)

where $C$ denotes the transfer function of a position controller. This is a standard form of force-reflecting scheme when the admittance robot is used as the slave robot. The position and force scaling factors are denoted by $\mu$ and $\lambda$, respectively, following the naming convention in the literature [12], [17], [19]. In force-reflecting MS systems, $\mu$ is determined by the geometric requirements imposed by the application, and $\lambda$ is determined so that the reflected force is large enough to be perceived by the operator.

The contact to external objects (the environment in the work space or the human operator) can be described as follows:

$$f_A = -Z_A p_A$$  
(10)

$$f_I = -Z_I p_I$$  
(11)

where $Z_A$ and $Z_I$ are the impedance representations of the dynamics of the external objects. If the impedance robot has the compliance between its end-effector and its motor, it may be included in the transfer function $Z_I$.

By eliminating $p_A$ and $f_A$ from (4), (5) and (9), one can obtain the following:

$$p_{Ac} = \mu U C p_A + f_A/G_A L$$  
(12)

where

$$U C C = \frac{C}{G + C}$$  
(13)

$$G_A L C = G + \frac{(G_A + C)K_A}{G_A + C + K_A}$$  
(14)

Fig. 2. Simplified equivalent block diagram of Fig. 1.

The open-loop system (16) is closed by the feedback (10), and $|Z_A|$ can be high during firm grasping by the operator in the force-projecting scheme, or during contact with stiff environment in the force-reflecting scheme. Such situations can result in instability if there is a frequency range at which $\angle G_S \leq -\pi$. Considering the expression (16), one can see that the phase-lag blocks $U_C$ and $U_A$ can be sources of the instability, and that the instability may be avoided by inserting appropriate compensators at the places of $\lambda$ and $\mu$. To be more specific, the inserted compensators should lead the phase or reduce the gain at the high frequency range where $\angle G_S \leq -\pi$. Thus, one can conclude that appropriate low-pass filtering and phase-lead compensation should be performed at either or both of the places of $\lambda$ and $\mu$.

B. Related Work

There have been many works analyzing stability properties of MS systems illustrated in Fig. 1. The latency in the communication channel has been a primary concern in the field of tele-operation. This paper, however, does not consider it any further because there are many imaginable applications of MS systems with negligible communication latency, especially those with position/force scaling. Even in such applications, the phase-lag blocks $U_C$ and $U_A$ in (16) may destabilize the system. One imaginable approach to suppress the instability is to enhance the passivity by, for example, adding damping to either side of the system [22]. It however can result in deteriorated transparency and additional fatigue of the operator. Another approach is a shared compliant control [23], [24], which employs a local force feedback in the admittance robot. In the framework of Fig. 2, its effect can be interpreted to be an enhancement of the block $G_A L^{-1}$, and thus it can also deteriorate the transparency.

To compensate the phase lag caused by $U_C U_A$, it would be logical to use a phase-lead compensator, which involves a derivative action. The use of force rate has been reported in regard to force control [25]–[27], but it has been recognized that the noise amplified by the differentiation needs to be suppressed. For example, Qian and De Schutter [25] used a low-
pass filter with a cutoff frequency of 30 Hz, and Xu et al. [26]
used only the sign information of the force rate. Effects of
low-pass filters in the force-reflecting scheme have also been
investigated. Daniel and McAree [12, Sec. 4.2] suggested that
low-pass filters improve the stability under some assumptions
such as $\lambda \mu < 1$ and infinite environment stiffness. In contrast,
Willaert et al. [19] reported negative effects of low-pass filters
by showing that the critical environment stiffness decreases
as the cutoff frequency decreases. Such contradiction can be
attributed to two effects of low-pass filters, which increase the
gain margin (i.e., reduce the gain in high-frequency range) but
decrease the phase margin (i.e., increase the phase lag).

The open-loop transfer function $G_S$ in (16) also suggests
that the gain margin is reduced when the scaling factors $\lambda$
and $\mu$ are increased. The values of the factor $\lambda \mu$ considered
in the literature are not so high. In fact, many studies, such as
[12], [28], restrict their analysis or experiments to the case
of $\lambda \mu < 1$. For micromanipulation under a time delay of 1 s,
Boukhnifer and Ferreira [28] used the values of $\lambda \mu < 1.4$
Higher values found in the literature are, for example, $\lambda \mu =
5.17$ [19] and $\lambda \mu = 10$ [17].

There are some MS control schemes that are different from
but similar to the scheme illustrated in Fig. 1. Variations exist
mainly in the local controller of each of the master and slave
robots. For example, some control schemes [29]–[31] similar
to the force-reflecting scheme employ a local admittance
controller to regulate the force on the master robot’s end-
effector. Specifically, in the “pseudo-admittance” control [29],
the master robot of the impedance type is locally controlled
with admittance control and the external force measured at
the slave robot is directly superposed to the master robot’s actuator
force. Some other schemes [9], [10], [32] are similar to the
force-projecting scheme in the sense that the force information
is sent from the master side to the slave side. In these schemes,
however, the slave robot is also equipped with a force sensor,
and the operator’s force is intended to be matched with the
slave robot’s end-effector force, not with the actuator force.
Optimization of the transparency employing the slave-side
force sensor has also been studied [9]. In applications where
hard collisions or off-sensor contacts may occur, however, the
use of the slave-side force sensor should be avoided.

III. NONLINEAR FILTERS WITH SMALLER PHASE LAG

The previous section showed that a major source of insta-
Bility of the force-reflecting and force-projecting MS systems
is the phase lag caused by the compliance of the position
controller and the admittance robot. It has been shown that
a phase-lead compensator would be effective but it demands
derivative actions on the position and/or force signals, which
amplify the noise in the signals. Thus, it is logical to suppose
that a noise-reduction filter that results in relatively small phase
lag would be necessary to be combined with a phase-lead
compensator.

This section presents a new noise-reduction filter that pro-
duces smaller phase lag than linear filters do. The new filter is
a modified version of Jin et al.’s [20], [21] sliding mode filter.

A. Jin et al.’s Parabolic Sliding Mode Filter (J-PSMF)

Jin et al.’s Parabolic Sliding Mode Filter (hereafter, J-PSMF)
[20], [21], which has been proposed by the authors’ group, is
a noise reduction filter based on sliding mode. It has been
reported that its frequency-gain characteristics are similar to
those of the second-order linear low-pass filter but produces
smaller phase lag [21]. The effectiveness of the filter has been
supported by experiments in which an admittance-controlled
robot was stabilized by the use of J-PSMF and a phase-lead
compensator [21] and by the use of J-PSMF and acceleration
feedforward [33].

The continuous-time representation of J-PSMF is given as
follows:

$$\dot{x}_1 = x_2$$  \hspace{1cm} (17a)
$$\dot{x}_2 = -\frac{H + 1}{2} F \text{sgn}(\sigma) - \frac{H - 1}{2} F \text{sgn}(x_2)$$  \hspace{1cm} (17b)
$$y = x_1$$  \hspace{1cm} (17c)

where

$$\sigma \triangleq x_2 + \text{sgn}(x_1 - u) \sqrt{2F|x_1 - u|}$$  \hspace{1cm} (18)
$$\text{sgn}(x) \triangleq \begin{cases} x/|x| & \text{if } x \neq 0 \\ [-1, 1] & \text{if } x = 0 \end{cases}$$  \hspace{1cm} (19)

Here, $u$ and $y$ are the input and the output of the filter, re-
spectively, and $H > 1$ and $F > 0$ are parameters appropri-
ately chosen. The magnitude of $\dot{y} = \dot{x}_2$ is bounded by $HF$. This
filter has two sliding surfaces: $\sigma = 0$ and $x_2 = 0$.

It may be worth noticing that the state-space representation
(17) is equivalent to that of a system consisting of a unit
mass subject to Coulomb friction and a bang-bang controller.
In addition, setting $H = 1$ in (17) reduces it into the filter
presented by Emaru and Tsuchiya [37] and Han and Wang
[38].

The previous papers [20], [21] have also presented a
discrete-time algorithm of the filter (17), which is based
on the backward (implicit) Euler discretization. Through
the derivation detailed in [20], its discrete-time algorithm can
be obtained as follows:

$$x_M := FT \Phi \left( \frac{u(k) - x_1(k-1)}{FT^2} \right)$$  \hspace{1cm} (20a)
$$x_L := \text{clip}(x_2(k-1) + [-HF, -FT], 0)$$  \hspace{1cm} (20b)
$$x_U := \text{clip}(x_2(k-1) + [FT, HF], 0)$$  \hspace{1cm} (20c)
$$x_2(k) := \text{clip}(x_L, x_U, x_M)$$  \hspace{1cm} (20d)
$$x_1(k) := x_1(k-1) + T x_2(k)$$  \hspace{1cm} (20e)

3Mathematical expressions like (17b), which involve the symbol “$\in$”
and derivatives, are referred to as differential inclusions [34] instead of
differential equations. The expression (17b) is different from the one originally
presented in [20], [21], but they are equivalent to each other as detailed in [35].
Moreover, the definition of $\sigma$ has been modified from $\sigma \triangleq 2F(x_1 - u) + x_2 x_2$
to (18), to highlight the similarity to a second-order sliding mode controller
in the literature, e.g., eq.(14) in [36]. This modification does not alter the
definition (17) of the filter because it does not alter $\text{sgn}(\sigma)$.

4This paper employs the notation in which $x + [y, z]$ means $[x + y, x + z]$
where $x, y, z \in \mathbb{R}$. This notation is consistent with the one that has often
been used in the literature, e.g., [34].
Theorem 1. With the system (23), assume that there exist positive scalars $P$ and $Q$ with which the following condition is satisfied for all $t > t_0$:

$$|\dot{u}| < P \land |\ddot{u}| < Q < \min((H - 1)F/2,F).$$

Then, there exists a $t_1 > t_0$ with which the following is satisfied:

$$\forall t > t_1, \quad \sigma = 0 \land |x_2 - \dot{u}| \leq \frac{PQ}{F - Q}.$$  

This theorem implies that, a ramp input ($Q = 0$) with $|\dot{u}| < P$ to the filter results in $\sigma \to 0$ and $x_2 \to \dot{u}$, which leads to $y \to u - |\dot{u}|u/(2F)$. That is, the filter output $y$ exhibits a steady-state error under a ramp input, as the so-called “type-1” systems do in the linear control theory. This property is not considered problematic in applications to force signals because, in practical situations, monotonic increase or decrease does not last long in such signals.

In a similar manner to the case of J-PSMF, a discrete-time algorithm of M-PSMF (23) can be obtained as follows:

\[
\begin{align*}
x_M &= FT\Phi\left(\frac{u(k) - x_1(k - 1)}{FT^2}\right) \\
w &= (u(k) - u(k - 1))/T \\
x_L &= \text{clip}(x_2(k - 1) + [-HFT, -F], w) \\
x_V &= \text{clip}(x_2(k - 1) + [FT, HFT], w) \\
x_2(k) &= \text{clip}(x_L, x_V, x_M) \\
x_1(k) &= x_1(k - 1) + T x_2(k)
\end{align*}
\]

Fig. 3 illustrates the difference between J-PSMF (17) and M-PSMF (23). The magnitude of $x_2$ is $F$ in the white regions and $HF$ in the gray regions.

Due to the use of the implicit Euler integration method, the obtained algorithm (20) is free from discontinuous functions. Thus, the chattering, which is a common problem of sliding mode techniques, does not happen around the sliding surfaces $\sigma = 0$ and $x_2 = 0$.

The stability properties of the filter (17) have been investigated in a previous paper [35], but the analysis is restricted to the case where $\dot{u} = 0$. A flaw of the filter (17) is that, when $\dot{u} \neq 0$, the sliding mode at the surface $x_2 = 0$ cannot be realized.
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and a high-pass filter. It can be viewed as a low-pass filter with no phase shift when a single sinusoidal input is provided. However, when the input signal contains low- and high-frequency components, its output is not practically useful, as illustrated with the numerical examples in Fig. 7(a)(b). In contrast, Fig. 7(c) clearly shows that the M-PSMF better preserves the low-frequency component under the existence of high-frequency component. More complete analysis to explain time-domain characteristics of M-PSMF is left open for future study.

IV. EXPERIMENTS

A. Setup

The proposed sliding mode filter combined with a phase-lead compensator was tested by using an experimental force-projecting MS system shown in Fig. 8. The system was composed of two 6-DOF industrial manipulators, MOTOMAN-HP3J and MOTOMAN-UPJ (Yaskawa Electric Corporation), which had identical kinematic structure to each other. The robots were controlled with a PC running the ART-Linux operating system. The sampling interval of the controller was $T = 0.001$ s. Each robot had six AC servomotors integrated with harmonic-drive transmissions and optical encoders. A six-axis force sensor (Nitta Corporation) was attached on the tip of the MOTOMAN-HP3J, which was used as the admittance robot. As can be seen in Fig. 8(a), a grip was attached to the force sensor.

Only the force-projecting scheme was tested because, if the system is used as a force-reflecting MS system, the safety of the experimenter and the protection of the force sensor cannot be guaranteed. In the force-reflecting scheme with $\lambda > 1$, the admittance robot gains contact with an external object through the force sensor, and the contact force on the force sensor is magnified at the actuator of the impedance robot, which is held by the experimenter. Manipulators that are so powerful as to damage humans or force sensors are not suited for such applications.

Fig. 9 shows a block diagram of the experimental setup. In the controller, the force vector $f_A \in \mathbb{R}^6$ (composed of a translational force vector and a moment vector) on the
The obtained signal was fed to one of the noise-reduction filters listed below:

\[ G(s) = 1 + T_L s, \]  

which was implemented by using the Euler method, i.e., \( s := (1 - z^{-1})/T \). Here, \( T_L \) was chosen as \( T_L \in \{0, 0.02\} \) to exhibit the difference caused by the presence of the phase-lead compensator. The value 0.02 s was chosen through preliminary experiments to exhibit the best performance considering the trade-off between its effects of noise amplification and stabilization. The obtained signal was fed to one of the noise-reduction filters listed below:

- **NF**: No filtering
- **1-LPF**: \( G_{F1}(s) = 2\pi f_c/(s + 2\pi f_c) \)
- **2-LPF**: \( G_{F2}(s) = (2\pi f_c)^2/(s^2 + \sqrt{2}(2\pi f_c)s + (2\pi f_c)^2) \)
- **J-PSMF**: the algorithm (20)
- **M-PSMF**: the algorithm (26).

Here, \( f_c \) is the cut-off frequency of LPFs in herz, and the LPFs were implemented by using the bilinear transform, i.e., \( s := 2(1 - z^{-1})/(T(1 + z^{-1})) \). It should be noted that the phase-lead compensator (27) combined with a 1-LPF forms a linear phase-lead-lag compensator.

Other filtering methods were not compared in this experiment. For example, we cannot deny the possibility that some other filtering methods, such as Kalman filters, may outperform the PSMFs if an elaborate physical model of the master-slave system is taken into account. In contrast to such model-based filters, PSMFs are simple, involving only two design parameters, \( F \) and \( H \). Thus, we leave such comparison outside the scope of this paper. Other classes of force-reflecting control schemes were not compared either. It is because most of previous methods are either targeted to the significant time-delay [40], dependent on the robots’ dynamics models [13], or specific to the case with the impedance robot being grabbed by a human operator [41].

As shown in Fig. 9, the application of the scaling, the phase-lead compensation and the filtering to the force signal \( f_A \) yields the signal \( f_{\tau} \in \mathbb{R}^6 \). It was then multiplied by the transpose of the slave robot’s Jacobian matrix \( J_f(\theta_I) \in \mathbb{R}^{6 \times 6} \), which is a function of the slave robot’s joint angles \( \theta_I \in \mathbb{R}^6 \), to obtain its statically equivalent joint torque \( \tau_I \in \mathbb{R}^6 \), which was used as the torque command to the slave robot. The angle of each joint of the master robot was controlled to track the angle of the correspondent joint of the slave robot. That is, the position scaling factor was set as \( \mu = 1 \). Each joint was controlled by using a sliding-mode-like position controller presented in [33], which is equivalent to the ordinary PID controller when the actuator torques are not saturated. The gains of these controllers were chosen to realize as stiff position control as possible.

As can be seen in Fig. 9, the phase-lead compensator \( 1 + T_L s \) was used only for the force signal and was not used for the position signal. We tried some preliminary experiments in which phase-lead compensation was applied to the position signal. We however did not observe any apparent improvements, and found that it resulted in high-frequency vibration in the system when \( T_L \) was large and the filtering was insufficient. At this time, there is no definitive explanation on this observation. One possibility is that it is because the high-frequency components of the position signal were corrupted due to the limited resolution of the optical encoders and the elasticity of the joints.

In the graphs in this section (Fig. 10 and later), \( f_{\tau y} \) denotes the \( y \)-translational component of \( f_{\tau} \) in Fig. 9. Here, note that the coordinate system is defined in Fig. 8(a). The same rule applies to \( f_{A y} \) and \( p_{A y} \), which are the \( y \)-translational

![Fig. 8. Experimental force-projecting MS system](image)

![Fig. 9. Block diagram of the experimental force-projecting MS system](image)
components of $f_A$ and $p_A \in \mathbb{R}^6$, respectively. The symbol $\theta_{A1}$ is the angle of the first (base) joint of the master robot, which is the first component of $\theta_A \in \mathbb{R}^6$.

B. Experiment I: 1-DOF Motion with Linear Filters

A set of experiments was performed to exhibit the limitation of the linear filters combined with the phase-lead compensator. For safety reasons, in these experiments, the five joints except the base joint of the slave robot were locked by local position controllers with as high gains as possible. As a result, the end-effectors of the both robots were allowed to move only horizontally along circular paths, maintaining the configurations seen in Fig. 8. The experimenter firmly grasped the master robot’s end-effector and tried to move it horizontally.

The force scaling factor was fixed at $\lambda = 8$ and the following filters were used:
- **NF**: $T_L = 0$ s
- **1-LPF**: $f_c = 5$, 10, and 20 Hz
- **2-LPF**: $f_c = 5$, 10, and 20 Hz.

The coefficient $T_L$ of the phase-lead compensator was chosen as $T_L = 0$ or 0.02 s. It should be noted that, when $2\pi T_L f_c < 1$, a LPF combined with the phase-lead compensator $1 + T_L s$ produces a phase-lag effect. It was however included in the experiments for comparison.

The result was that all the combinations resulted in instability or vibration, which sometimes led to the emergency stop of the servo amplifiers of the actuators. Fig. 10 shows some of the results. The details are as follows:

- **NF**: When $T_L = 0$, a firm grasping resulted in vibratory, unstable behavior as shown in Fig. 10(a). Setting $T_L > 0$ produced strong noisy sound from the actuators, which can be attributed to the magnified noise in the force signal.
- **1-LPF**: Also in this case, when $T_L = 0$, firm grasping resulted in vibratory, unstable behavior as shown in Fig. 10(b), where the frequency of the oscillation was dependent on the cut-off frequency $f_c$. Setting $T_L > 0$ increased the noisy sound from the actuators but slightly improved the stability especially when $2\pi T_L f_c < 1$. The most stable combination was $f_c = 5$ Hz and $T_L = 0.01$ s, with which the experimenter was able to move the end-effector by hand for a certain period of time, as shown in Fig. 10(c), but it eventually went unstable.
- **2-LPF**: All combinations of $f_c$ and $T_L$ resulted in instability, as shown in Fig. 10(d).

These results imply that, the linear filters cannot be used in practice with higher values of $\lambda$. Thus, in the rest of this section, the linear filters are not taken into consideration any further.

C. Experiment II: 1-DOF Motion with PSMFs

Next, the effects of J-PSMF and M-PSMF combined with phase-lead compensation were investigated. In these experiments, the five joints were locked as were in Experiment I. The force scaling factor was chosen as $\lambda = 15$. The experimenter grasped the master robot’s end-effector and intended to produce reciprocal horizontal motion at the frequency of 3 Hz, being paced by a metronome. The parameters of the PSMFs ($H$ and $F$) were chosen through preliminary experiments so that they produce good results without excessively affected by the noise in the force signal. The $H$ value used here ($H = 300$) is not consistent with the results of the frequency-domain analysis presented in section III-C, in which the effect of $H$ saturates at $H = 50$, but we observed distinct performance differences in $H > 100$ in this experimental setup. We leave this discrepancy for future study.

For the purpose of evaluation, we used the following quantity:

$$w \triangleq f_A^T v_A,$$

which can be interpreted as the power exerted by the operator on the master robot. Here, $v_A \in \mathbb{R}^6$ is the velocity vector of the end-effector of the master robot, which is composed of a 3-dimensional translational velocity vector and a 3-dimensional angular velocity vector. When $w$ tends to be negative, one can say that it is an undesirable situation because the passivity of the system is being lost.

The results are shown in Fig. 11. When $T_L = 0$, it was difficult to continue the periodic movement due to irregular resistive forces from the master robot. One can see that the supply rate $w$ in Fig. 11(a)(b)(c) has negative values of large magnitude, which mean that, roughly speaking, the master robot’s motion was not the motion intended by the
experiment. When the phase-lead compensator was used ($T_L > 0$), it was easier to produce the periodic motion, but as can be seen in Fig. 11(d)(e), the results of J-PSMF were rather unstable, exhibiting the large negative values of $w$ and the perturbed periodicity of the motion.

With M-PSMF and the phase-lead compensator ($T_L > 0$), it was easy to continue the periodic motion. Negative values of $w$ are seen in Fig. 11(e), though they are not as large as those in the other cases. The experimenter, however, did not feel active perturbation from the master robot. Relatively small negative $w$ values in Fig. 11(e) may be attributed to the non-collocation between the force sensor and the angle sensors, which were separated by the compliant transmissions.

One can see that $f_{I\tau y}$ was much smaller than $\lambda f_{Ay}$, which means that the force at this frequency (approximately 3 Hz) was attenuated by the filter. Effects of the filter on lower-frequency components will be discussed based on the results of the next Experiment III.

D. Experiment III: 6-DOF Motion and External Contacts with M-PSMF

In this set of experiments, all the six joints of each robot were employed and the slave robot gained contact with an external environment. A short wooden shelf was placed in front of the slave robot and was used as the environment. The experimenter moved the master robot so that the slave robot should (i) draw a circular path in the air, (ii) move downward to gain contact with the environment, (iii) push the environment for three times, and (iv) move upward and again draw a circular path in the air. Fig. 12 shows the slave robot in contact with the environment.

The force scaling factor was chosen as $\lambda = 25$. With this $\lambda$ value, J-PSMF or $T_L = 0$ produced unstable or oscillatory behavior of the system, and thus the aforementioned manipulation (drawing a circular path and making contact with an environment) cannot be realized. With higher $\lambda$ values, the system also tended to be oscillatory. We therefore report here the results of only the case with M-PSMF, $T_L > 0$ and $\lambda = 25$.

The results are shown in Fig. 13. As can be seen in this figure, the whole process was realized without losing the stability or producing significant oscillation. The filtered force
(\textit{f}_{I\tau y}, \textit{f}_{I\tau z})$ was smaller than the scaled original force ($\lambda \textit{f}_{Ay}$, $\lambda \textit{f}_{Az}$) during the fast motion ($t < 2$ s and $t > 8$ s), but it was close to the scaled original force during the contact periods (three separated periods within $t \in [3, 8]$ s). From these results, one can say that at least the static transparency is achieved though high-frequency components (above 2 Hz) of the force are attenuated. Considering that the bandwidth of human voluntary motion is approximately up to 5 Hz (see, e.g., [42], [43]), one may say that the bandwidth of the filter should be broadened without losing the noise reduction capability to achieve a better realization of the human manual skills through the MS system. This point should be noted in the future study.

V. CONCLUSIONS

This paper has proposed a nonlinear noise reduction filter based on sliding mode. We also have proposed its combined application with the conventional linear phase-lead compensator to enhance the stability of force-projecting MS systems. A motivation of the use of phase-lead compensation in force-projecting and force-reflecting MS systems has been discussed based on the linear control theory. Through a numerical analysis on the proposed filter, it has been shown that the filter produces smaller phase lag than the linear low-pass filters. The effectiveness of the new filter combined with the phase-lead compensator has been validated by experiments employing a pair of industrial manipulators. As our primary focus has been placed on MS systems for force scaling instead of telepresence, the effect of communication latency has been left outside the scope of this paper.

An important issue remaining is that, as can be seen in Fig. 11(f) and Fig. 13, the filter attenuates the frequency components above 2 or 3 Hz of the force. In order to broaden the bandwidth at least up to 5 Hz (considering the characteristics of the human voluntary movements), a further optimization of the filter performance will be necessary. Besides that, inconsistencies between the numerical results and experimental observations are also subject to future study. For example, section IV-C has pointed out that the effects of the $H$ value are not as predicted by the frequency-domain analysis in section III-C. A more detailed analysis, not only in the frequency domain but also in the time domain, will be needed.

Another issue in the implementation is the singularity management of the master robot. In the experiments presented in this paper, the master robot and the slave robot had the identical kinematic structure, but it will not be the case for practical applications. In such cases, the master robot may need careful mechanical design so that it does not fall into singular configurations. It is worth pointing out that, on the other hand, the slave robot does not need such considerations for its design.

Though the experimental validation in this paper is limited to a force-projecting MS system, the method would be applicable to conventional force-reflecting MS systems to enhance the stability. A broader bandwidth of the filter may be needed for such applications, though a higher force-scaling factor enabled by the enhanced stability may contribute a better transparency, i.e., the operator’s perception of the remote site.
APPENDIX
STABILITY ANALYSIS OF M-PSMF

This section provides a proof of Theorem 1. To this end, let us rewrite the state-space representation of the new filter (23) as follows:

$$\dot{\xi} \in \Psi(\xi, e)$$

(29)

where

$$\xi \triangleq [\eta, v]^T$$

(30)

$$e \triangleq [\dot{u}, \dot{v}]^T$$

(31)

$$\Psi(\xi, e) \triangeq \left[ (1 - L)\dot{v} - \left| v + \dot{u} \right| \right] (\text{sgn}(\eta) + L\text{sgn}(v))$$

(32)

$$\eta \triangeq (1 - L)(x_1 - u) + |x_2|x_2/(2G)$$

(33)

$$v \triangeq x_2 - \dot{u}$$

(34)

$$G \triangeq (H + 1)/F/2$$

(35)

$$L \triangeq (H - 1)/(H + 1) < 1.$$  

(36)

Here, we used the fact that $\text{sgn}(\sigma) = \text{sgn}(\eta)$. Note that $\Psi(\xi, e)$ is a set-valued function. For the convenience of the following discussion, let us define the closed interval $B \triangeq [-1, 1] \subset \mathbb{R}$ and the zero vector $O \triangeq [0, 0]^T \in \mathbb{R}^2$. The Filippov solution [44], [45] of the differential inclusion (29) is a function $\xi(t)$ of the time $t$ that satisfies (29) for almost every $t \in \mathbb{R}$.

Based on the notation introduced above, let us rewrite Theorem 1 as follows:

**Theorem 2.** For the system (29), assume that there exists positive constants $P$ and $Q$ that satisfy the following conditions for all $t > t_0$:

$$|\dot{u}| < P, \text{ and } |\dot{u}| < Q < \min(LG, (1 - L)G).$$

(37)

Then, the system (29) is globally uniformly ultimately bounded and the ultimate bound is the following compact set:

$$A \triangeq \left\{ \xi \in \mathbb{R}^2 \mid \eta = 0 \land |v| \leq \frac{PQ}{(1 - L)G - Q} \right\}.$$  \hspace{1cm} (38)

The following discussion is to prove Theorem 2. First, let us present the following useful lemma:

**Lemma 1.** In the system (29), $\eta \neq 0$ is satisfied for almost all $t \in \mathbb{R}$ at which $\xi \in \mathcal{N}(\dot{u})$ where

$$\mathcal{N}(\dot{u}) \triangeq \left\{ \xi \in \mathbb{R}^2 \mid \frac{1 + L}{1 - L}|v + \dot{u}| < |v| \right\}.$$  \hspace{1cm} (39)

**Proof of Lemma 1:** In the system (29), $\eta = 0$ and $\dot{\eta} = 0$ can be satisfied only if

$$0 \in (1 - L)v - |v + \dot{u}|(B + L\text{sgn}(v))$$

(40)

is satisfied. When $v = 0$, (40) always holds true. Otherwise, (40) is equivalent to

$$-(1 - L\text{sgn}(v))|v + \dot{u}| \leq (1 - L)v$$

$$\leq (1 + L\text{sgn}(v))|v + \dot{u}|.$$  \hspace{1cm} (41)

Through a tedious but straightforward derivation, one can obtain the necessary and sufficient condition of (40) as follows:

$$|v| \leq \frac{1 + L}{1 - L}|v + \dot{u}|.$$  \hspace{1cm} (42)

which is equivalent to $\xi \notin \mathcal{N}(\dot{u})$. Considering that $\eta$ is an absolutely continuous function of $t$, one can see that $\eta = 0$ is satisfied only at zero-length time instants when $\xi \in \mathcal{N}(\dot{u})$ holds true because $\eta = 0$ cannot hold true at such instants. In other words, $\eta \neq 0$ is satisfied at almost all $t \in \mathbb{R}$ if $\xi \in \mathcal{N}(\dot{u})$ is satisfied.

The inequality (42) is the condition of the existence of the sliding mode on the surface $\eta = 0$. That is, the state is captured on the surface $\eta = 0$ outside the region $\mathcal{N}(\dot{u})$, but penetrates the surface $\eta = 0$ in the region $\mathcal{N}(\dot{u})$. Fig. 14 illustrates the set $\mathcal{N}(\dot{u})$ and the set $\mathcal{A}$. The terminal invariant set $\mathcal{A}$ is a portion of the surface $\eta = 0$ around the intersection with the line $v = 0$, and always lays outside the region $\mathcal{N}(\dot{u})$ when (37) is satisfied. It is also easy to see that the set $\mathcal{A}$ has the following property:

**Remark 1.** The set $\mathcal{A}$ reduces to $\mathcal{A} = O$ if and only if

$$(P = 0 \land Q < (1 - L)G) \lor Q = 0.$$  \hspace{1cm} (43)

Now we are in position to provide a proof of Theorem 2.

**Proof of Theorem 2:** Let us define the following Lyapunov function candidate:

$$V(\xi) \triangleq \frac{|\eta|}{1 - L} + \frac{v^2}{2G}.$$  \hspace{1cm} (43)

The function $V(\xi)$ is zero at $\xi = O$. The generalized gradient [45] of $V(\xi)$ can be obtained as follows:

$$\partial V(\xi) = \left[ \frac{\text{sgn}(\eta)}{1 - L} \frac{v}{G} \right]^T.$$  \hspace{1cm} (44)

Because $\xi(t)$ is absolutely continuous with respect to $t$, we can see that $V(\xi(t))$ is also absolutely continuous with respect to $t$. This implies that $V(\xi(t))$ exists for almost all $t \in \mathbb{R}$, and that the following is satisfied [46]:

$$\hat{V}(\xi(\cdot)) \overset{a.a.}{=} V(\xi) \overset{a.a.}{=} \bigcup_{\psi \in \Psi} \bigcap_{\phi \in \partial V(\xi)} \psi^T \phi,$$

(45)

where “a.a.” means “almost all.” Here, $\hat{V}(\xi)$ is referred to as a set-valued derivative [46] of $V(\xi)$ with respect to (29).
Now, let us investigate the details of $\tilde{V}(\xi)$. When $\eta \neq 0$, $\tilde{V}(\xi)$ can be rewritten as follows:

$$\tilde{V}(\xi) = v \left( \frac{\text{sgn}(\eta) - \frac{\dot{u}}{G}}{L} - v \left( \frac{\text{sgn}(\eta) + L\text{sgn}(v)}{1 - L} \right) \right)$$

\[
= \begin{cases} 
\frac{v\dot{u}}{G} - L|v| - |v + \dot{u}| & \text{if } \eta \neq 0 \wedge v \neq 0 \\
\frac{1 + L}{1 - L} |\dot{u}| & \text{if } \eta \neq 0 \wedge v = 0.
\end{cases} 
\tag{46}
\]

Meanwhile, when $\eta = 0$, $\tilde{V}(\xi)$ can be rewritten as follows:

$$\tilde{V}(\xi) = \bigcup_{\theta \in \mathcal{B}} \bigcup_{\gamma \in \mathcal{B}} \left( v \left( \gamma - \frac{\dot{u}}{G} \right) - v (\theta + L\text{sgn}(v)) \right)$$

\[
= -\frac{v\dot{u}}{G} - L|v| + \bigcup_{\theta \in \mathcal{B}} \Gamma(v, \theta) \tag{47}
\]

where

$$\Gamma(v, \theta) \doteq -\theta v + \bigcap_{\gamma \in \mathcal{B}} \left( v - \frac{|v + \dot{u}|}{1 - L} \theta + L\text{sgn}(v) \right)$$

\[
= \begin{cases} 
-\theta v & \text{if } 0 \leq v - \frac{|v + \dot{u}|}{1 - L} \theta + L\text{sgn}(v) < 0 \\
0 & \text{otherwise}.
\end{cases} 
\tag{48}
\]

One can easily see that $\theta \in \mathcal{B}$ satisfying $\Gamma(v, \theta) \neq \emptyset$ exists only when $\xi \notin \mathcal{N}(\dot{u})$. Therefore, $\tilde{V}(\xi)$ under the condition of $\eta = 0$ can be obtained as follows:

$$\tilde{V}(\xi) = \begin{cases} 
\frac{v\dot{u}}{G} - v^2 & \text{if } \eta = 0 \wedge \xi \in \mathcal{N}(\dot{u}) \\
|v + \dot{u}| & \text{if } \eta = 0 \wedge \xi \notin \mathcal{N}(\dot{u}) \wedge v + \dot{u} \neq 0 \\
0 & \text{if } \eta = 0 \wedge v = 0 \wedge \dot{u} = 0.
\end{cases} \tag{49}
\]

Here, note that the condition $v = 0 \wedge \dot{u} = 0$ is interchangeable with $\xi \notin \mathcal{N}(\dot{u}) \wedge v + \dot{u} = 0$. In addition, one can see that $\tilde{V}(\xi) \neq 0$ is satisfied for almost all $t \in \mathbb{R}$ from Lemma 1, which implies that $\eta = 0 \wedge \xi \in \mathcal{N}(\dot{u})$ cannot hold true for a time period of non-zero length. This fact is consistent with the property (45) of the set-valued derivative.

Now, we apply the fact

$$\max(0, |v| - P) < |v + \dot{u}| < |v| + P \tag{50}$$

to (46) and (49) to obtain the upperbound of $\tilde{V}(\xi)$. From (46), when $\eta \neq 0$ and $v \neq 0$,

$$\tilde{V}(\xi) \leq -|v| \left( \frac{LG - Q}{G} \right) - \frac{1 + L\text{sgn}(\eta v)}{1 - L} \max(0, |v| - P)$$

\[
< 0
\tag{51}
\]

is obtained, and one can see that $\tilde{V}(\xi) \subset (-\infty, 0]$ if $\eta \neq 0$. In addition, $\tilde{V}(\xi) \geq 0$ may happen only when $v = 0$. The state-space representation (29) implies that $\dot{v} = 0$ cannot be satisfied if $\eta \neq 0$ under the condition (37). This means that $\tilde{V}(\xi) \geq 0$ is satisfied for almost all $t$ when $\eta \neq 0$.

From (49), when $\eta = 0 \wedge \xi \notin \mathcal{N}(\dot{u}) \wedge v + \dot{u} \neq 0$, one can obtain the following:

$$\tilde{V}(\xi) \leq \frac{|v|Q}{G} - \frac{|v|^2(1 - L)}{G} + P$$

\[
= -\frac{(1 - L)G - Q}{G(|v| + P)} \left( |v| - \frac{PQ}{(1 - L)G - Q} \right). \tag{52}
\]

When $\xi \in \mathcal{A}$, the right-hand side of (52) is positive. Considering (52) and $\tilde{V}(\xi)$ in all other conditions, one can see that $\tilde{V}(\xi) \in \tilde{V}(\xi) \subset (-\infty, 0)$ is satisfied for almost all $t$ except when $\xi \in \mathcal{A}$. Because $\mathcal{A}$ is a compact set including the origin $O$ where $\tilde{V}(\xi) = 0$, one can see that, as long as (37) is satisfied, the state $\xi$ is attracted to $\mathcal{A}$, and after it reaches to $\mathcal{A}$, it does not deviate from $\mathcal{A}$.
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