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Proxy-based sliding mode control (PSMC) is a control scheme proposed a decade ago originally as a posi-
tion controller for robot manipulators. This controller has a unique mathematical structure that combines
a PID controller and a sliding mode controller in an algebraic way, and has demonstrated its practical
usefulness in various applications. lIts theoretical foundation, however, has been quite immature. This
paper presents a set of stability proofs on PSMC as a minimum requirement for future practical appli-
cations. Finite-time stability and asymptotic stability of terminal attractors are proven with the use of a
nonsmooth Lyapunov function.

Keywords Proxy-based sliding mode control, Stability proof, Finite-time stability, nonsmooth Lyapunov
function

1. Introduction

Proxy-based sliding mode control (PSMC) (Kikuuwe & Fujimoto 2006, Kikuwatel. 2010) is a

control scheme that has been proposed by the author and his colleagues originally for position con-
trol of robotic manipulators. It is an extension of PID position control and also is an approximation
of a simple sliding mode control (SMC). Its tracking accuracy is at the same level as PID control as
long as the actuator force does not saturate, but it produces smooth, non-overshooting resuming mo-
tion from large positional errors resulted from actuator force saturation. After its initial presentation by
Kikuuwe & Fujimoto (2006), the practical benefits of PSMC attracted some attentions and many appli-
cations from different research groups have been reported, such as rehabilitation robots (Van Damme
et al.2009, Kashireet al. 2016, Liacet al.2015, Cheret al. 2016, Jiret al.2016), piezoelectric nanopo-
sitioning systems (Get al. 2015), motion platforms (Haistk et al. 2011, Prietcet al. 2013), bilateral
master-slave systems (Nishi & Katsura 2015), passive actuators (Kesshir2016), a linear resonant
actuator (Yoshimotet al. 2015) and a liquid-based sensing system (Taretka. 2010). The author

and his colleagues have also reported some of its variants (Kiketiale2006, Kikuuwe 2014) and its
experimental evaluation in human-robot interaction (Kikuwatal. 2008).

In contrast to its practicality, the theoretical backbone of PSMC has been quite immature. A stability
analysis has been provided by the author and his colleagues (Kikatiake 2010, Section 4), but
the proof depends on a conjecture, which has not been verified yet. The mathematical structure of
PSMC is rather unique. The controller is described as a differential-algebraic inclusion, which involves
discontinuity in expression, but it is algebraically equivalent to an ordinary differential equation.

This paper presents results of theoretical analysis on properties of PSMC. More specifically, behav-
iors of PSMC applied to a perturbed one-dimensional second-order system are analyzed. Finite-time
and asymptotic stability of terminal invariant sets are proven through the use of a nonsmooth Lyapunov
function.

It should be emphasized that this paper is not to present a new controller but to provide a theoretical
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analysis on an existing controller, namely, PSMC. This paper is not either to argue practical advantages
of PSMC, but to provide a set of stability proofs as a minimum, baseline requirement for future prac-
tical applications of PSMC. Through some experiments presented in our original articles (Kikuuwe &
Fujimoto 2006, Kikuuweet al.2010), PSMC has been shown to outperform the conventional boundary-
layer implementation of SMC in terms of the tracking accuracy and the insensitivity to the discretization
noise of the position measurements. This paper however does not intend to discuss this matter in detail.

This paper is organized as follows. Section 2 provides some preliminaries, including the overview on
PSMC. Section 3 provides the main results, which are stability proofs of PSMC in the continuous-time
domain. Section 4 presents some concluding remarks.

2. Background
2.1 Mathematical Preliminaries

The following scalar functions will be used throughout this paper:

s { 15, 1270
sa(z) 2 z/max(1,|2)). (2.2)

Here, it should be noted that the function &gris set-valued at = 0. These functions are connected
by the following important relation:

V{xy} CR, yesgnx—y) <= y=sa(x), (2.3)

of which the proofs are found in previous articles (Kikuuwe & Fujimoto 2006, Aeail. 2012).

Throughout this papeg X, IntX, clX and ccX’ denote the boundary, the interior, the closure and
the convex closure of the sat, respectively. The following notation is defined to give the root of a
function:

00t (§) £ {¢ € CIf(§) = 0}. (2.4)

In addition,||G(s)|| c1 is the L1 gain of the transfer functioB(s). (See, e.g., (Cao & Hovakimyan 2008,
Definition 2).)

For investigating indifferentiable functions, this paper uses the upper derivative of a function with
respect to time, which is defined as follows:

pro® 2 fim sup 2N =PO (2.5)
hﬂ+0‘h‘<ﬁ h

This upper derivative is equal to the (ordinary) derivative if the functxh) is differentiable.

2.2 Proxy-based Sliding Mode Control

PSMC (Kikuuwe & Fujimoto 2006, Kikuuwet al. 2010) is a control scheme originally intended for
position control of robotic manipulators. In our original contributions (Kikuuwe & Fujimoto 2006,
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Kikuuwe et al. 2010), it is implicitly assumed that PSMC is applied to second-order systems, which are
roughly described as follows:

Mps=T+ @ (2.6)

whereM > 0 is the mass of the controlled objept,is the position of the object, is the actuator force
determined by the controller, arg is sum of unknown forces from any other sources.

With PSMC, the torque commardis determined by the following differential-algebraic inclusion
(DAI):

T € Fsgnps—q+H(pa —q)) (2.7a)
T=K(q-po)+BG- P9 +L [ (@ poc. (2.7b)

Here, pq is the desired position anglis what we call a “proxy” position, an& > 0,B > 0, L > 0,

H > 0, andF > 0 are all constant scalars that satiskdd > B. The positionps and the velocityps

are assumed to be available in real-time. A straightforward question that can be raised here is which
equation of (2.7a) and (2.7b) determines the controller outplihe answer is “both”, in the sense that
(2.7a) and (2.7b) are a pair of simultaneous equations with two unknavamsld, and thusr andg are
determined so that (2.7a) and (2.7b) are satisfied.

A possible physical interpretation of PSMC (2.7) applied to the system (2.6) is illustrated in Fig. 1.
Here, a sliding mode controller, which is represented by (2.7a), applied to the virtual object, i.e., the
“proxy.” Meanwhile, a PID controller, (2.7b), connects the controlled object and the proxy. The outputs
of the controllers are both equal 1© which implies that the proxy is an object that has no mass and
that the forces from the two controllers balance each other. Again, the actuator fanckthe proxy
velocity g are determined so that they satisfy both (2.7a) and (2.7b). Note that dettin@ means
replacing the PID controller by a PD controller. In our previous paper (Kikuetna. 2010), PSMC
with L > 0 andL = O are respectively referred to as PID-type PSMC and PD-type PSMC.

It should be noted that the purpose of the controller (2.7) is not to merely stabilize the simple system
(2.6). The original articles (Kikuuwe & Fujimoto 2006, Kikuuves al. 2010) intended to eliminate
violent overshooting behaviors of position-controlled robots when the actuator forces are saturated and
when the position is far separated from the desired position, while preserving the accuracy of position
control at the same level as the well-tuned PID controller. The controller (2.7) has been developed based
on quite an intuitive consideration using Fig. 1, in which the “proxy” realizes the ideal “sliding mode”
by completely satisfyingpg — g+ H(pg — g) = 0, and the actual controlled object is restrained to the
“proxy” through the sufficiently stiff PID controller. In the “sliding mode,” the proxy exponentially
converges to the desired position without overshoots, and the rate of convergence is adjusted by the
parameteH. The sliding-mode-like equation (2.7a) is used not for the robustness purposes, but for
realizing the non-overshooting response after actuator force saturation. This means that PSMC (2.7) is
not a controller that was built upon a mathematically well-formulated control objective or a particular
Lyapunov function. In spite of such ambiguity in the theoretical basis, PSMC has been found use-
ful by some research groups for some real-world applications, especially those involving human-robot
interaction, as reviewed in Section I.

For the implementation to digital controllers, the DAI (2.7) is discretized with the implicit Euler
method. By the application of (2.3), the discretized form (Kikuwet@l. 2010, Eq.(27)) can be trans-
formed into a closed-form, analytical solution (Kikuuetal. 2010, Eq.(33)), which can be used as the
controller algorithm of PSMC. Details of the derivation can be found in our previous papers (Kikuuwe
& Fujimoto 2006, Kikuuweet al. 2010).
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FIG. 1. A physical interpretation of PSMC (2.7) applied to the system (2.6)

2.3 Properties of PSMC

With the direct application of (2.3), the DAI (2.7), without discretization, can also be converted into an-
other expression having no discontinuities or set-valuedness, which is the following ordinary differential
equations:

0 = ps—Pa+H(Ps— Pa) (2.8a)
B KH-B. LH

T= —Fsat(FH (a— Ta— Ba)) (2.8b)

d=(—Ka-La+71)/B. (2.8¢c)

Here,a’é g— ps. The derivation from (2.7) to (2.8) is detailed in Appendix A. It should be emphasized
that no approximation intervenes between (2.7) and (2.8) and the apparent algebraic loop through
(2.7) is removed thanks to the use of (2.3). The expression (2.8) is convenient for theoretical analysis in
the continuous-time domain. Note that the expression (2.8) of the controller does not look like a sliding
mode controller anymore, but it is algebraically equivalent to (2.7). The controller (2.8) can be viewed
to be in the sliding mode when the right-hand side of (2.8b) is unsaturated, i.e., when

KH-B, LH_| _ FH
o— ——al<—

5 a 5 al < 5 (2.9)
holds true because the condition (2.9) is equivalent to
Pa—g+H(pa—q) =0, (2.10)

which results in the set-valuedness of the right-hand side of (2.7a). The equivalence between (2.9) and
(2.10) can be seen through the use of (2.8) and (2.3).

The expression (2.8) can be observed from many perspectives. For exampleV\Uéinﬁ:H /B
results in the following expression:

(o) Tf
— —Fsat[ — — - 211
T sal (W F) ( a)
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where

Llt] = %cm (2.11b)

One can see that (2.11), which is equivalent to (2.7), is an approximation of the discontinuous controller
T=—Fsgno), (2.12)

which can be obtained by taking the limit\f — 0 with (2.11a) in the region of # 0. In this extreme
case, if there exists aR that satisfieg@ — Mpq| < R< F, the sliding modes = 0 takes place in the
region|ps — p4q| < H(F —R)/M (see Appendix B). This justifies the use of the term “sliding mode” in
the name of PSMC as it can be seen as an approximation of SMC. Moreover, (2.11) shomysdtzat
low-pass filtered value of the actuator forceThat is, PSMC can be seen as a SMC with a boundary-
layer plus low-pass filtered torque feedback. This interpretation contrasts PSMC with a simple output
low-pass filtering of SMC, which is one of conventional implementations of SMC.

Another aspect of (2.8) can be made visible by setting B/K andL = 0, which reduces (2.11a)
into

1= —Fsa(Kog/F). (2.13)

The controller (2.13) can be viewed as a saturated PD controller whose P and D gdtharat&H,
respectively, and also can be viewed as a SMC with a boundary layer whose Widt.i$n this sense,
PSMC is a generalization of these schemes. This also justifies the use of “sliding mode” in the name of
the controller (2.8).

Our previous paper (Kikuuwet al. 2010) presented an attempt for the stability proof of PSMC ap-
plied to a multi-dimensional second-order mechanical system involving Coriolis and centrifugal terms.
In that attempt, the stability is proven based on a conjecture (Kikwatvak 2010, Conjecture 1), which
depends on the existence of a strict storage fundiign -) that satisfies the condition presented as
eg.(45) in Kikuuweet al’s (2010) paper. Unfortunately, such a function has not been found yet. There
have been proposed some strict Lyapunov functions as reviewed by Kikuuwe (2013), but they do not
satisfy eq.(45) in Kikuuweet al’s (2010) paper. Leaving the search for such a function as an open
problem, this paper focuses on the case with a simple one-dimensional system.

3. Main Results
3.1 The System

This paper considers the system (2.6) controlled with PSMC (2.8) where an extended pertyghation

Mpyq is bounded. By setting 4 ps— pg and @ 4 @ — Mpy and specifying the bound of the extended
perturbation, the system considered in this paper is now formulated as follows:

Mp=T+¢ (3.1a)
B . KH-B. LH

1= —Fsat(FH <p+Hp— 5 a— Ba)) (3.1b)

d=(—Ka-La+1)/B (3.1c)

|9 <Rn<R<F (3.1d)
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R 4———
= o+or)/W
p=sat((oc+0oy5)/W) ¢ -

P {2}:{(_6—&1)/3—137/)/}1

e 1

of=—((H—B)e+ HLa)/B

FiG. 2. System (3.4), which represents a perturbed mass controlled with PSMC. Notét[m,tv]T.

whereM, K, B, H, F andR are strictly positive constantk,andR, are non-negative constants amd
p, T and@ are scalar variables. The system (3.1) can be seen as a perturbed position-controlled system
that is intended to realizp — O.

Let us define a vector as follows:

A g | A p+Hp 2
e [g]e[ P s @2
In addition, let us define new symbols as follows:
A9 paF gaR 5 aRm gaB ral faFH
qo_M,F_M,R_M,Rm_M,B_K,L_K,W_B. (3.3)
Then, the system (3.1) can be rewritten as the following state-space representation
X=W(x,9—Fp) (3.4a)
p = sa((o + ar) /W) (3.4b)
[ g} B { (—e—La)/B—Wp/H } (3.40)
a e
o; = —((H—-B)e+HLa)/B (3.4d)
19| <Rn<R<F (3.4e)

where

o((21)e)

Fig. 2 illustrates a block diagram of the system (3.4). This system can be seen as a pair of dynamical
subsystems, (3.4a) and (3.4c)(3.4d), interconnected through the static mapping (3.4b), of which the
outputs isp.

The state vector of the total system (3.4) can be set as the following four-dimensional vector:

z2 x",ed" =[o,vea’ R (3.6)
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Then, the system (3.4) can also be written as a saturated linear system of the following form:
7=Az+Bsa(C'z) +Eg (3.7)

whereA € R44 and{@,é, E} C R* are appropriately chosen matrices and vectors. If there existed
a positive definite matri® € R**4 with which P(A+BCT) + (A+BCT)TP < 0 andPA+ATP < 0
are satisfied, the global asymptotic stability and the ultimate boundedness with a bq)(ﬁhdedld
be obtained. It is however not the case (i.e., such a m&does not exist) because the matrices
A andA-+BCT do not satisfy the condition provided by Shorttnal. (2004, Theorem 2). It has been
known that systems of the form (3.7) can be analyzed through the conventional Popov and Circle criteria
(Khalil 2002). In addition, some necessary conditions for the stability of systems of the form (3.7) have
been provided, e.g., by Het al. (2002) and Het al. (2005). These approaches are however difficult to
apply to the analytical study on our particular case.

One can see that the system (3.4) is unsaturated and linear in the following subset of the state space:

~

S2 {[o,v.ea cR*||o+0(| <W}. (3.8)

This region is the region in which (2.9), or equivalently, (2.10), is satisfied, and thus is the region in
which the proxy is in the sliding mode. The attractively of thisS&t of some interest but its proof has
not been obtained yet. Therefore, a common approach for sliding mode systems, which usually shows
the existence of the sliding mode first and the stability of the origin next, cannot be employed in this
paper.

With the use of a simple Lyapunov function, the following limited result is obtained.

THEOREM 3.1 (Global asymptotic stability of the origin of PD-type PSMC Wtftrt 0) Consider the
system (3.4a)(3.4b)(3.4c) and assume that0 andg = 0. Then, the subspadégx’,e a]’ € R*|x =
0Ae= 0}, which includes the origin, is globally asymptotically stable.

Becausea can be practically excluded from the state vector when 0, this theorem states the
asymptotic stability of the origin dR® (instead ofR*). The proof is shown in Appendix C. Unfortu-
nately, the proof cannot be extended into the PID-type PSMC, i.e., the cdse 6f Moreover, the
Lyapunov function used in this proof does not provide appropriate estimate of the domain of attraction
in the presence of the disturbanpet 0.

Because of the limitations of the aforementioned approaches, we need somewhat non-standard ap-
proach, which is presented as follows.

3.2 Subsystem

For the convenience of further analysis, we now consider the subsystem (3.4a), of which the state vector
is x € R?. Equations (3.4c) and (3.4d) imply thatand o are linearly connected by the following
Laplace-domain representation:

Llot] =WG(s)L]p] (3.9)
where
s (1-B/H)s+L
g(s) = BL+s+L (3.10)
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The transfer functiogj(s) is Hurwitz and thus it is stable in the bounded-input bounded-output sense.
Noticing that|p| < 1 is always satisfied, one can see that

|0t /W < Ng 2 |G(9)| 21 (3.11)

is satisfied for alt > 0. Simple calculus shows thii, = 1 if

~ H-B 1
o<L <= ). 3.12
<R < 45) (3.12)

Considering (3.4b), one can find that the boundedness directly leads to the state-dependent bound-
edness op as follows:

p € cc(sgno —W)Usgno +W)) (3.13)
where
W AW (1+Ny). (3.14)

For the convenience of further discussions, the subsystem (3.4a) combined with the input conditions
(3.4e) and (3.13) are now aggregated as follows:

X=W(x o—Fp) (3.15a)
p € cc(sgno —W)uUsgn o +W)) (3.15b)
19| < Rm< R<F. (3.15¢)

In the following, a sufficient condition of the stability of the original system (3.4) is provided through
the stability analysis on the subsystem (3.15), which is more tractable.

3.3 Worst Destabilizer Candidates

For the stability analysis of the perturbed system (3.15), we here consider the following autonomous
system:

X=W(xp—Fp) (3.16a)
p € sgno —Wsgnv)) (3.16b)
¢ € Rsgnv). (3.16¢)

The “artificial” disturbancep and(b in (3.16b) and (3.16c) are predicted to pull the state away from the
origin marginally outside the conditions (3.15b) and (3.15c), respectively. In this sense, the autonomous
system (3.16) exhibits a worse-than-the-worst case scenario of the perturbed system (3.15). An aim of
using these “artificial” disturbances is to derive a Lyapunov function candidate of which the contours
coincide (at least partially) with the solution trajectories of this disturbed system. Another aim is to
provide an accurate estimate of the domain of attraction based on the inference that, if a solution orbit
is a closed curve in the state sp&? it is on the boundary or in the outside of the domain of attraction.



SOME STABILITY PROOFS ON PROXY-BASED SLIDING MODE CONTROL 9 of 22

Let us define the following four subsets of the state space:

R1 2 {xeR?|o >WAvV> 0} (3.17)
Rz 2 {xeR2|g <WAV> 0} (3.18)
Rz 2 —Ry={xeR%|og < -WAV<O0} (3.19)
R4 2 —Ro={xeR2|o > -WAvV<O}. (3.20)

The disturbancep and (]) take constant values within the interior of each of the subsets. A careful
derivation reveals that, in the regiofig (i € {1,---,4}), solution orbits of the autonomous system
(3.16) are, respectively, contours of the following functions:

A [ Gi(sgnv)x) ifxe R1UR
Gx) = { Golsgriv)x) if X RaURy (3.21)
where
Gi(x) 2 a+g(’FT\_/yF§—w (3.22)
2 2142
Gox) 2 o+ ;\E;XWF%) W 2|fF+H§ (3.23)
and
V,2H(E-R), Vw2HFE+R). (3.24)

For the convenience of upcoming derivations, the constant terms of these functions are chosen so that
G1(x) > 0 for allx € R1 andGy (W, \,]T) = G2(W,W]T) = 0.

Fig. 3 shows the plot of functio®(x). Fig. 3(a) shows examples of solution orbits of the system
(3.16), which are composed of contours@fx). These orbits start from the lingw,v]" |v > 0} and
leads clock-wise. The yellow orbit is a special one that forms an closed curve. It can be obtained by the
following simultaneous equations with respecttpandVy:

Gy(IW,Vg]") = G1([%a.0]T) (3.25)
Go([W.Va]") = Ga([~24,0]"), (3.26)
of which the solutions are, W is small enough, as follows:
2

2 FH2(F2-R?) 2RW
4= ——m | 1+y1- FHE) (3.27)

_ H(F?-R?) 2RW
vd_ﬁ<1+,/1—|w_é2)>. (3.28)
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© 7 (@

Fic. 3. Plots ofG(x) with {F,H,RW} = {1,1,0.5,0.2}. In (a), the red and yellow curves are solution orbits(f of the
autonomous system (3.16). The yellow one is a closed curve, which bounds theBubide blue lines are subsets on which
G(x) is discontinuous. The green curves are the contourG(gf = 0. Plots (c) and (d) are enlarged views of (a) and (b),
respectively.

By using them, we can define the closed set bounded by the closed orbit, which is as follows:
DAl < { XE€ R1UR3|G(X) < G]_([W,Vd]T)}
U{x€eR2UR4|G(X) < Gz([W,Vd]T)}>. (3.29)

This setD is the region enclosed by the yellow curve in Fig. 3(a) and Fig. 3(b). One can see that
solutions of the system (3.16) starting insibeapproaches the origin, while those starting outsite
diverge.

Fig. 4 shows an enlarged view of the contour$3gX) near the origin. Here, it is assumed tiéts
small enough to satisfy

(3.30)
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FiG. 4. Some contours and discontinuities@xf). The thick lines are the subsets on whig{x) is discontinuous.

and the symbols used in the figure are defined as follows:
Y2 cl{xeRUR4 | |0] KW A G(X) < 0} C R (3.31)
Z 2 cl{xeRUR4 | G(X) < —2(We—W)} C V. (3.32)
It can be seen that the condition (3.30) is necessargfar) and is sufficient foly in (3.28) being a

real number.

3.4 Main Results
The setgy and Z introduced in the previous section have important meanings. A careful observation
on the definitions of) and Z shows that, wittW — +0, one has

Yo WA {XeR2|o=0A v <V} (3.33)

Z — {0}. (3.34)

In this case oW — +0, the system (3.15) reduces to a system with sliding mode that can be described
as follows:

X € Y(x,p—Fsgno)) (3.35a)
9] < Rm< R<F, (3.35h)
or equivalently,
p=v (3.36a)
Ve —Fsgnp+Hv)+¢ (3.36b)

9] < Rm< R<F. (3.36¢)
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Itis easy to see that, in the system (3.35), the sliding mode takes place on the line sEgmdth can
be referred to as a “sliding patch” (see Appendix B). Moreover, after the state arrives in the sliding patch
Yo, it asymptotically approaches the origj} € R?. In this sense, the se}¢ and Z are analogous to
the sliding patct)y and the origin{ 0}, respectively.
The main results on the perturbed subsystem (3.15) are summarized as follows:

THEOREM 3.2 (Finite-time stability ofy) Consider the system (3.15) witl satisfying (3.30). Then,
the set) is positively invariant and finite-time stable with the domain of attraction including thB set

THEOREM 3.3 (Asymptotic stability ofZ) Consider the system (3.15) wit satisfying (3.30). Then,
the setZ, which is a subset @¥, is asymptotically stable with the domain of attraction including the set
D.

Proofs are presented in subsequent sections. Due to the definition (329hefregion of attraction
D in these theorems can be arbitrarily enlarged by increaSinloreover, if there is no disturbance
(i.e., = 0), one can selk, = 0 andR to be arbitrarily small, and thus the stability of the sFtand 2
are given in the global sense.

3.5 Finite-Time Stability ofy: Proof

A proof of Theorem 3.2 is now provided. Here we employ a Lyapunov function candidate that partially
shares the contours with the functi@(x). Proof of Theorem 3.2. Let us define

S (3.37)
F+R

Then, ifx € cl(R1UR3), in whichp = sgn(v) = sgno), the following is satisfied:

Gu(sgrivyw) = — MFEIP — 1)+ (R—sgnv)¢))

V. (3.38)

< —alv| (3.39)

holds true. These inequalities justify our choice of (3.16b) and (3.16c) as worse-than-the-worst desta-
bilizers becaus&(x) < 0 always holds true and the equality holds with the disturbances (3.16b) and
(3.16c). Moreover, they also suggest that the functi®ps) andG;(-) can be used as building blocks
to construct a Lyapunov function of the system (3.15).

Let us construct a Lyapunov function candidate, which is defined as follows:

0 if xey
_J Us(sgnv)x) if xeD
UG =1 Gyrsgniv¥) if xe Dy (3.40)
Us(|al) if xe D3
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where
A W
Ui(x) = Gz root (Gy(x) — Ga(IW, &]"))
&€y, +o)
2
_ 2F2H? G1(x)
“FiR ((“ 2F2H2/<F_R>> ‘1> (3.41)
Us(0p) 2 U1(Xe(ap)) (3.42)
g,
Al Op |4 0
o0 2 | | { Sl ] 649
and
D12 {xe D\Y|sgrv)a > W A M > Vo(|0])} (3.44)
D, 2 {xe D\YI|IV| WV (sgnv)o < —W
AGa(sgn(v)x) = Us(|a])) } (3.45)
D3 2 (D\Y)\Int(D1U D). (3.46)

Here,D; are chosen so that they overlap each other at their boundaries a@® th@it= 0 andD\Y =
D1UD,UDs are satisfied. (Fig. 5 illustrates these sets and the funttiog.) The functionU (x) is
positive definite with respect to the sgtand is continuous i®. Therefore, the proof can be completed
by showing that, for any initial stateg0) = xo € D\, there exists a positive constagig) such that
D{U(x) < —q(xp) for allt > 0. (See, e.g., Polyakov & Fridman (2014, Theorem 11).)

If xe D1 Ccl(Ry UR3), in whichv # 0, the following is satisfied:

U1(sgn(v)x)
lf R 2F2H2
— 1)G
T F+R (\/Gl SOV (F—R T > 1(Sgrv)x)
ﬁ F‘z
0. 3.47
< F RSS9 < —alV < (3.47)
If x € D2 C cl(R2UR4), in whichv # 0, the following is satisfied:
U (x) = Ga(sgn(v)x) < —a|v| < 0. (3.48)

If x € D3, in which sgriio)v <V, and|o| > W are satisfied, the following is satisfied:

U(x) = Us(|o])

_ﬁ_ﬁg\/ 2F2H2 1
- F+R\ | Gilxs(|o])(F-R)
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E-R .
< —=—=H(R—- =—aV, <0. 3.49
FTR (R—Rm) y (3.49)

Therefore, one can see thafx) is strictly monotonically decreasing in each of the $2isD, andDs.
The equalityl (x) = 0, can hold only on the poin{s-4,0]", which are on the boundary @ but not
included inD.

Due to its definition and due to the fact tHafx) is continuous everywhere, the upper derivative
D;U (x) is upperbounded by the derivativesldfx) evaluated in the regions to whietbelongs. That
is, we have the followings:

DU (X) < Gi(sgno)x) < —a|v| <0 ifxe Dy (3.50)
DiU(x) < Ga(sgnV)x) < —alv| <0 if xe D, (3.51)
D{U(x) < Us(|o]) < —aVy <0 if x€ Ds. (3.52)

This means that the functidn(x(t)) strictly monotonically decreases everywheré®x) = D; UD,U
Ds.

Let us define the function, : RZ2 — R as follows:

2 min_ . (3.53)
xXeD1UD>
U(<U (x0)

Va(Xo)

For allt > 0 and all initial statego € D\, U (x) < U(xg) and 0< va(Xo) < Vy are satisfied because of
(3.50)(3.51)(3.52). Therefore,

D{U(X) < —ava(xg) <0 (3.54)

is satisfied for alt > 0 and any initial stategy € D\ Y. This concludes the proof. O

ReEMARK 3.1 By using the functiot) (x), the definition (3.29) of the s@? can be concisely rewritten
as follows:

D={xeR?|U(X) <U([Z4,0]")}. (3.55)

3.6 Asymptotic Stability of: Proof

A proof of Theorem 3.3 is now presented. It employs another Lyapunov function, but its choice is rel-
atively easy because the estimated domain of attraction should be only large enough to include an open
set includingy, considering that the finite-time reaching)dhas already been shown by Theorem 3.2.
Proof of Theorem 3.3. Let us define the following Lyapunov function:

Uz(x) 2 max(0,Un (X)) +max0,Ux(x)) (3.56)
where
Un(x) 2 G, qwsgr(")'if‘(o/w ) D F2(We—W) (3.57)

Up(x) 2 |o| —W. (3.58)
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© ? (d)

FiG. 5. Plots ofU (x) with {If, H, RW} ={1,1,0.5,0.2}. Plots (c) and (d) are enlarged views of (a) and (b), respectively. The
yellow closed curve represeritgx) = U ([Z4,0]"), which bounds the subs&. The blue curves are subsets on whitfx) is
indifferentiable. The green curves are the boundary @fhereU (x) = 0.

The functionU,(x) satisfiesU,(x) = 0 if and only if x € Z, satisfiesU,(x) > O everywhere, and is
continuous everywhere. From the definition,

Uy (x) = Ga(sgn(v)x) < —alv| (3.59)
if |o] <W,
Uz(x) < —a|v| (3.60)

alsoif|o| > W Avo <0, and

- R |v|> (3:61)

if |o| >W Avo > 0. ThereforeD{U,(x) < 0 is satisfied in the neighborhood &f including Y and
D{U,(x) = 0 may happen only i = 0. Atv =0, the definition (3.15a) of the system implies that
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v = 0 does not happen. Therefore, invoking LaSalle’s Invariance Theorem, one can finél ithat
asymptotically stable andf is a subset of the domain of attraction. Moreover, because Theorem 3.2
states thad is finite-time stable with the domain of attraction includiflg one can conclude that is
asymptotically stable with the domain of attraction including O

3.7 Stability of the Total System

The main subject of this paper is the stability of the total system (3.4), which is on the total state space
R*. Theorem 3.2 and Theorem 3.3 directly lead to the following result:

THEOREM 3.4 (Stability of PSMC) Consider the system (3.4). BetandA, be defined as follows:

Ar 2 (18G2(9)[| 21, A2 2 (|G2(9)]| 1 (3.62)
where
Go(s) = 1/(B +s+1L), (3.63)

and let us define the following sets:

DA Dx [~Ay, Al x [~Ag,Ay] C R (3.64)
V2 Y x[~A A x [~Ag,Ap] C R? (3.65)
Z 8 Zx[-A A % [~Ap,Ap] C R, (3.66)

Then, the §e117 is finite-time stable and the sétis asymptotically stable with the domain of attraction
includingD.

Proof. The state-space equation (3.4c) implies that the signiallinearly related tee anda in the
following forms:

Lle] = sG2(s)Llp],  L[a] = Ga(s)L[p]- (3.67)

From this and from the fact thép| < 1 for allt > 0, one can see that, €] < A; and|al < Ay are
satisfied when = 0, they are also satisfied for alt> 0. Considering this fact and Theorems 3.2 and
3.3, one can see that the proof is complete. d

REMARK 3.2 Theorem 3.4 slightly abuses the notion of the asymptotic stability and the finite-time
stability becausd) shares portions of its boundaries wphand Z, not being a superset of neigh-
borhoods ofy and Z. It is not however practically important because there is no practical reasons
to set the initial values ofe,a)”, which are the controller’s internal state variables, outside the region
[—Al,Aﬂ X [—Az,Az].

The system (3.4), which is equivalent to (3.1), implicitly includes the PID controller (3.1c). From
Hurwitz stability criterion, one can see that the stability of the PID-controlled second-order system
requiresBK > ML, which is equivalent to

FH >WL. (3.68)

Interestingly, the system (3.4) does not require this condition to achieve the asymptotic stability of the
setZ. Through a straightforward derivation, one can see that the condition (3.68) is the necessary and
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FiG. 6. lllustrative numerical examples of solution trajectories. Thick curves with different colors indicate solutions with different
initial states. The graph (a) shows the trajectories inathesubspace of the state space. The graph (b) is an enlarged view of the
graph (a) and shows that the sgtaand Z are reached, as suggested by Theorems 3.2 and 3.3. The graph (c) shows the variable
o + 05, indicating that the system reach®aind is stable therein, which is the consequence of the condition (3.68) being satisfied.
The graph (d) shows that the positiprasymptotically converges to 0 in any cases.

sufficient condition of the unsaturated linear system to which the system (3.4) reduces in theSsubset
This means that, if the condition (3.68) is violated, the system is unstable in the subEherefore,
if the condition (3.68) is violated, the statec R* will not reach the origin{0} € R, which lies in the
subsetS, although it asymptotically approaches the ZefThis may be able to be seen as a chattering-
like behavior around the origin in the Sét

If there exists a scalar functidgy, : R* — R with which Uy (0) = 0, Uo(2) > 0 andD;U,(2) < O for
all ze Z\{0} and with@ = 0, the origin{0} € R* can be shown to be asymptotically stable with the
domain of attraction includin@. Such a function would require the condition (3.68) to be negative
definite. The quest for such a functity is left for future study.
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FiG. 7. Numerical example of the same setting as Fig. 6 except a higher valyevbich violates the condition (3.68). The sets
Y andZ are still stable although the grapha@f+ ot shows a persistent oscillatory behavior, which indicates that the system state

does not stay i,

3.8 lllustrative Numerical Examples

Some numerical examples are now presented to illustrate the results of analysis. The simulations are
done for the system (3.1), which is a mass (3.1a) under the perturbation (3.1d) controlled with PSMC
(3.1b)(3.1c). In the simulation, the controller (3.1b)(3.1c) is implemetned with the Backward Euler
discretization as detailed in our previous papers (Kikuuwe & Fujimoto 2006, Kikwtak2010), and
the positionp and the velocity of the mass are updated by the fourth-order Runge Kutta integration
of (3.1a). The controlled system (3.1a) is set up/as: 1 and¢ = 0.49sin(20mt) and thus we can set
R=0.5. The controller parameters are sef&sH,K,B,L} = {1,1,100 10,200}. The timestep size is
T = 0.001. These settings result {fr,H,RW} = {1,1,0.5,0.2}, which is the same setting as Fig. 3
and Fig. 5.

The results are shown in Fig. 6. It includes the solution trajectories of which the initial values of
o are four different values and the initial values{ofe,a} are zero. Fig. 6(a) and (b) show that all
solution trajectories reach the s@fsand Z, near the origin. Fig. 6(c) shows that the variable- oy,
which appears in (3.4b), converges to the redior- 0| < W, with which the system is unsaturated
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and linear, and further reduces to the neighborhood of zero asymptotically. Fig. 6(d) shows asymptotic
convergence of the positigmto the neighborhood of zero.

Fig. 7 shows another set of numerical results Witk 2000, which is 10 times of the case of Fig. 6.
This setting does not altc{wf, H, RW} but it violates the condition (3.68). The result shows that there
is vibratory behavior around the s8twhich can be seen as chattering-like, and thus the origin is not
reached. The sefg and Z are, however, reached as implied by Theorems 3.2 and 3.3.

4. Concluding Remarks

This paper has presented stability analysis on Proxy-based Sliding Mode Control (PSMC). A nonsmooth
Lyapunov function has been employed to provide an accurate estimate of the region of attraction under
a bounded disturbance. Two terminal invariant sets have been derived and their finite-time stability
and asymptotic stability have been proven. It has been also shown that the terminal invariant sets can
be made arbitrarily small by setting the param&tesmaller, and that the domain of attraction can be
arbitrarily enlarged by setting higher. The work presented here is limited to a simple one-dimensional
case, but many of multi-dimensional mechanical systems can be decoupled into such simple systems
when the cross-coupling terms are appropriately bounded, as is the case in robotic manipulators with
joint transmissions with high reduction ratios.

As overviewed in Section 1, some research groups have already reported applications of PSMC
mainly to position control of robotic devices. The main feature of PSMC that attracted their attention is
that PSMC does not produce violent overshooting behaviors when the actuator forces are saturated and
when the position is far separated from the desired position. Because the present paper has focused only
on the stability, the essence of this non-overshooting feature has not been discussed in this paper and it
still needs more theoretical analysis. The robustness against the measurement noise has been shown only
empirically by our original articles (Kikuuwe & Fujimoto 2006, Kikuuve al. 2010) in comparison
with the standard boundary-layer implementation of SMC. This robustness may be attributed to the
DAl structure (2.7) and to its backward Euler implementation (Kikuuwe & Fujimoto 2006, Kikuuwe
et al.2010). Theoretical analysis on this matter is still an open problem for future studies.
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A. Derivation from (2.7) to (2.8)

By substitutingg = p+ato (2.7) and eliminating, one can obtain the following:

Te Fsgn(—a+ KHB—Ba+ %a— ']';) (A1)
where
0=p—pd+H(P—Pa)- (A.2)
Here, one can easily see that the (sgfunction defined in (2.1) has the following property:
sgnx) = sgncx), Ve > 0, ¥x € R. (A.3)
Thus, (A.1) can be rewritten as follows:
é € sgn(FI?_| (a+ KHB_ Ba+ l—g'a> — ;) . (A.4)

This expression involves an algebraic looprgfF and the set-valuedness, but the direct application of
(2.3) shows that (A.4) is analytically equivalent to the following expression:

T B KH-B. HL
E = Sat(FH (—U+ Ta+ Ba>> s (A5)

which is free from an algebraic loop or the set-valuedness. Equation (A.5) directly leads to (2.8b).

B. Existence of Sliding Mode in Simple Sliding-Mode-Controlled System

This appendix section discusses the simple one-dimensional system (2.6) controlled with an ideal sliding
mode controller (2.12), which is obtained as a limit of PSMC. Now, such a system can be written as
follows:

Mps = —Fsgno) + ¢ (B.1)
where

T £ ps— pa-+H(Ps— pa). (82)
Here let us consider the following function:

Vs(0) 2 02/2. (B.3)

If there existR andRy, that satisfyjgs — Mpy| < Rn < R< F for all t > 0, one can see the following:

Vs(0) = 0 (Ps— Ppa +H (—Fsgn(o) + ¢ —Mpq) /M)

< ol (P = 1l (B.4)

This indicates that, in the region whegs — pg| < H(F — R)/M is satisfied, the sliding mode = 0
takes place.
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C. Proof of Theorem 3.1

Proof of Theorem 3.1. Let us consider the following Lyapunov function candidate:

Vv FHE -
Upd(2) = =+ === +F|0—Hv+¢ Cl
pi(d) = 5 + oar +Flo—Hv e €D
wherez = [o,v,€]T € R3. This function satisfiet)pq(z) > 0 for all z# 0 andUpq(0) = 0. Its time
derivative can be obtained as follows:

Upa(X) = —F:V,- <\?\I - (Hév‘\l/g)e’ a\l;|AVv+e)
FW o (H-Ble\ He)
where
I (x,y) = (sa(x) —sgry))(x—satx) - y). (C3)

It is easy to see that this function satisfle&,y) > 0 for all {x,y} C R. Therefore,Upd(z) < 0 holds
true for allz e R3. Here,Upg(2) = 0 can be satisfied only if

H
e= —Hsat(éwa) (C.49)

is satisfied. It can be seen that the maximum positively-invariant subset of tfes&t®| (C.4)} is the
origin. Thus, the origin is globally asymptotically stable. O





