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Abstract

Higher order Local Autocorrelation (HLAC) proposed
by Otsu [5] is often used in the recent computer vision ap-
plication such as gate recognition, object tracking, or video
surveillance. The feature value of HLAC is the integral of
the product between local pixels’ intensity, and usually the
integral is calculated in entire images. However, in the im-
age recognition, feature selection is often effective for the
both of classification accuracy and processing speed. In
this paper, we propose HLAC Mask Feature extracted from
arbitrary local region, and its feature selection algorithm
base on Adaboost technique. We show Adaboost can se-
lect HLAC Mask having higher classification power and
lower computational cost than usual HLAC for face detec-
tion task.

1. Introduction

Recently, the importance of the image recognition tech-
nology has been increasing with the advance of the comput-
ers and network technology. Especially, the interest in ad-
vanced video surveillance systems is rapidly increasing; al-
though surveillance cameras are installed at many places for
security purposes, huge costs are required to analyze those
data by manually in real time.

For the purpose of the video surveillance, human face de-
tection is one of the most basic issue. Viola [6, 7] proposed
Rectangular Feature (RF) based boosted detector. RFs are
local image features and there are much variety depend-
ing on the focused local region. Viola used a variant of
Adaboost [2] for RF selection to extract a small subset of
superior RFs from many (not always superior) candidates.
As shown by Viola, feature selection is an important issue
for object detection. Both of accuracy and speed will be

improved by eliminating unnecessary local features for the
detection task.

Higher order Local Autocorrelation (HLAC), one of a
primitive image feature, is proposed by Otsu [5]. HLAC
is known as effective features for many applications in the
image recognition. Especially for the face detection task,
Kurita [3] used HLAC with Linear Descriminant Analysis
[1].

In this paper, we propose HLAC Mask features by treat-
ing HLAC as local features. Usually, the feature value of
HLAC is calculated by integral of the mask value that is
calculated from all 3 × 3 pixel regions on an image. On
the other hand, HLAC Mask has the arbitrary rctangular
integral range. Furthermore, HLAC Mask is considering
multiresolutional feature value for robust face detection.
Depending on the focused resolutions and integral ranges,
there are much variety of HLAC Mask as well as Viola’s
RF. Therefore, a variant of Adaboost could be used to se-
lect a small subset of superior HLAC Mask from many can-
didates. In our experiment, we show that Adaboost based
feature selection algorithm can select the powerful HLAC
Masks, and as a result we obtain more accurate face detec-
tor with less HLAC Mask than usual HLAC based detector.

2. Previous Method

In this section, we briefly introduce previous works:
Higher order Local Autocorrelation[5], and variant of Ad-
aboost for local feature selection [6, 7].

2.1. Higher order Local Autocorrelation

Otsu [5] proposed Higher order Local Autocorrelation
(HLAC) as the primitive image feature. It is known that
HLAC features are very effective for many applications



Figure 1. 35 mask patterns of HLAC.

in the image recognition. HLAC features are subset of
the higher order autocorrelations [5]. The feature value of
HLAC is the auto-correlation functions calculated from the
object image by Eq. (1).

x(a1, · · · , aN ) =
∫

I(r)I(r + a1) · · · I(r + aN )dr (1)

where r is a referred pixel, I(r) is the intensity value of r,
and a1, · · · , aN are the displacements from r. The number
of these autocorrelation functions obtained by the combina-
tion of the displacements over the image is enormous. For
practical application, they are reduced to define HLAC fea-
tures. At first, we restrict the order N up to the second.
Then, we also restrict the range of displacements to within
a local 3×3 window, because the correlation within local re-
gion is much higher than the correlation between far points.
By eliminating the displacements which are equivalent by
the shift, the numbers of patterns of the displacements are
reduced to 35. Fig. 1 shows the 35 mask patterns of HLAC
feature.

2.2. Adaboost for Local Feature Selection

Adaboost [2] is the ensemble learning method that trains
multiple base-classifiers and assembles these to create a
more powerful classifier. In the iterations of Adaboost, a
classifier that assists the weakness of assembled ensemble is
chosen and added into the ensemble. Therefore, the assem-
bled ensemble will effectively obtain a perfect classification

power for given training samples.
The algorithms of original Adaboost (Adaboost.M1) is

shown in Figs. 2 and 3. In the training of Adaboost, each
training sample Ii is assigned weight wi that implies the
“difficulty” of sample Ii. The cost function of Adaboost
is designed as weighted classification error rate for training
samples. Weight wi is made big if the base-classifier se-
lected newly misclassified sample Ii. Therefore, at the next
iteration, the base-classifier that can correctly classify the
samples which assembled ensemble fails will be chosen.

Recently, a variant of Adaboost was proposed to create
local-feature based face detector, by Viola and Jones [6, 7].
For convenience, we call the algorithm Adaboost.LFS. The
optimization function for Adaboost.LFS is shown in Fig. 4.
Adaboost.LFS only added the phase of feature selection to
Adaboost.M1. Thus, there are two optimization phases in
Adaboost.LFS;

1) parameters fitting for candidate classifiers, and
2) selection of the best classifiers.

If ones consider that variety of local-features are kinds of
base-classifier’s parameters, Adaboost.LFS is equivalent to
Adaboost.M1.

3. HLAC Mask and Feature Selection

We propose a new feature extraction method that calcu-
lates mask values of HLAC in variety resolutions and in-
tegral range, and its feature selection algorithm by using a
variant of Adaboost.

3.1 HLAC Mask Feature

HLAC calculates the product of local intensity values
(mask values) in all image regions, and integrates them by
uniform weights. However, in some cases, the recognition
accuracy will be improved when the locations where the
feature value is calculated are appropriately selected; for
example, in the face recognition task, the significant parts
such as eyes or mouths will be considered more infomative
than the flat parts such as cheek or foreheads. Furthermore,
the image resolution should be appropriately set for each
focused region.

In this paper, we propose HLAC Mask Feature that cal-
culates mask values of HLAC in variety resolutions and in-
tegral range. HLAC Mask has the following additional pa-
rameters; the mask’s resolution k (k = 1, 2, · · · , 8) and the
integral range R (Fig 5). In the k-th resolutional mask, each
mask pattern is expanded to 3k×3k pixel region composed
from 9 elemental regions of k × k pixel (Fig. 6). The fea-
ture value of HLAC Mask is not based on pixel intensity, but
based on the mean intensity of expanded elemental regions.
Actually, the feature value of k-th resolutional HLAC Mask



• Input labeled samples {Ii, yi}Ni=1. (Ii ∈ Rd: sample, yi ∈ {0, 1}: class label.)

• Initialize samples weights: if yi = 1 then wi = 1
2p , otherwise wi = 1

2q . (p: # of face, q: # of non-face)

• for t = 1, · · · , T
– Normalize samples weights: wt,i ← wt,i∑N

i=1
wt,i

.

– Optimize base-classifiers {bc}Cc=1: {bt, errt} = OptFunc({bc}Cc=1, {Ii, wi, yi}Ni=1)

– Compute αt = log((1− errt)/errt)

– Update samples weights: wi ← wi · exp[αm · δ(yi − bt(Ii))]. (δ(x) = 1 (if x = 0), 0 (otherwise).)

• Final classification function is:

H(I) =
{

1 if
∑T

t=1 αtbt(I) ≥ Θ
∑T

t=1 αt.
0 otherwise.

(Θ: Threshold)

Figure 2. Common Adaboost algorithm. OptFunc for the described methods are shown in Figs. 3 to
4.

• Input arguments {b, {Ii, wi, yi}Ni=1}.
• Fit a classifier b to the training samples using weights

wi.

• Compute err =
∑N

i=1
wi·δ(yi−b(Ii))∑N

i=1
wi

.

• Return {b, err}

Figure 3. Optimization function for Ad-
aboost.M1.

is calculated as follows:

fk(a1, · · · , aN ) =
∫

R

N∏
n=1

M(ekn)dr

where ekn is the n-th expanded elemental region used for
product calculation, and M(x) is the mean intensity of ele-
mental regions x.

In our method, the multiresolutional mask values are
obtained by expanding the calculation region of the mask
instead of changing the image resolution. The low-
resolutional mask value is calculated base on the averaged
intensity in extended regions. As a result, the feature values
of HLAC Mask in arbitrary resolutions can be calculated
rapidly by using Integral Image method [6, 7].

HLAC Mask is equivalent to usual HLAC if only the
original resolution is used and integral range is fixed at en-
tire image.

• Input arguments {{bc}Cc=1, {Ii, wi, yi}Ni=1}.
• For c = 1, · · · , C,

– Fit a classifier bc to the training samples using
weights wi.

– Compute errc =
∑N

i=1
wi·δ(yi−bc(Ii))∑N

i=1
wi

.

• Choose the classifier b∗ with the lowest error err∗.

• Return {b∗, err∗}

Figure 4. Optimization function for Ad-
aboost.LFS.

3.2. Feature selection and integration for
HLAC Mask

To treat HLAC Mask as base-classifiers for Ad-
aboost.LFS, we define the weak-classification function as
follows;

b(I) =
{

1 if pf(I) > pθ
0 otherwise (2)

where I shows an input image, f(I) implies a feature value
of HLAC Mask at I , and p ∈ {1,−1} and θ ∈ R are the
parameters determined by training (see [6, 7]).



Resolution Origin 1/2 1/3 1/4 1/5 1/6 1/7 1/8 All
Classification rate (%) 95.9 96.1 95.5 94.4 93.2 91.4 90.0 84.0 97.5

Table 1. The comparison of single-resolutional mask and multiresolutional mask. Each classification
rate is the best one from up to 1, 000 selected masks. The columns from ’Origin’ to ’1/8’ show the
result by the single-resolutional mask using its resolution, and the column ’All’ shows the result by
multiresolutilnal masks using all resolutions.

Figure 5. The examples of HLAC Mask in
24× 24 pixel images. Each bold frame shows
one HLAC Mask Feature. Bold frame region
implies the integral range R of the mask, and
the size of the mask pattern in the frame im-
plies the mask resolution (Fig.6).

4. Experiments

In this paper, we tested the performance of HLAC Mask
Feature for the face classification task. We used 725 face
and 2, 200 background images of 24×24 pixel for the exper-
iments. We divided all images into training and test set; 300
face and 1, 000 background images are used for the train-
ing, and remained images are used for the test. Three pairs
of training and test sets were generated randomly. All of the
accuracies presented in this section are the averaged values
calculated from the three pairs. We describe classification
experiments as follows.

First, we performed a preliminary experiment to fix the
integral range because exhaustive search for the region by
Adaboost is too expensive. As a result, it has been under-
stood that the minimum size of integral range, i.e. the single
HLAC Mask without any integral, have the highest classi-
fication rate. Therefore, in the actual experiments, we per-
formed feature selection with integral range that is fixed at

Figure 6. Multiresolutional Mask. m1 is the
mask of the original (highest) resolution.
m2,m3 is the mask of 1/2, 1/3 resolution, re-
spectively. The mask value of m1 is the prod-
uct of intensity of the referred points (black
circle), and the value of mk (k = 2, 3, · · ·) is the
product of the averaged intensity in referred
regions instead.

minimum.
Next, we tested the effect of multiresolutional masks. Ta-

ble 1 shows the result of feature selection using the mask
of single-resolution only or all resolution as candidate fea-
tures. As a result, it was understood that 2nd or 3rd resolu-
tional mask can obtain the comparable classification perfor-
mance with 1st (original) resolutional mask that is equiva-
lent to usual HLAC. When all resolutional masks were used
as candidates for feature selection, we obtained the best re-
sult, 97.5%.

Fig. 7 shows the comparison result of proposed HLAC
Mask trained by Adaboost and usual HLAC trained by Lin-
ear Support Vector Machine (SVM) [4]. In the usual HLAC,
(24 − 2)2 ∗ 35 = 16940 masks were used to calculate the
feature vector in 24 × 24 pixel images, and the classifica-
tion rate is 96.6%. On the other hand, proposed method
achieved comparable accuracy with 328 masks, and marked
the highest result, 97.5%, with 601 masks.

5. Conclusion

In this paper, we proposed HLAC Mask Feature that
has multiresolutional feature value and arbitrary integral
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Figure 7. The classification rate of proposed method. The horizontal axis shows the steps of Ad-
aboost, i.e. the number of selected HLAC Mask, and the vertical axis shows the average of clas-
sification rate for the test samples (%). The solid line is the rate of the proposed method, and the
broken line is the rate of linear SVM with usual 35 dimenasional HLAC. The cost parameter C of SVM
is selected from C ∈ {2−5, 2−4, · · · , 214, 215} as the best one for the test samples.

range, and its feature selection algorithm based on Ad-
aboost technique. We showed the combination of multires-
olutional HLAC Mask yields more better result than single-
resolutional mask. Furthermore, feature selection of HLAC
Mask was able to improve both classification power and
processing speed of face detector compared with the SVM
constructed from usual HLAC.
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