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Abstract. For the purpose of object detection, Haar-Like Features
(HLF) proposed by Viola [13][14] are very famous. To classify images,
usually HLF and its extensions used only image intensity. However, it
is well known that the gradient information of image intensity is very
important for the object recognition [2][9]. So in this paper, we propose
a feature which uses both intensity and gradient informations. Our fea-
ture, called “Co-Occurrence Feature (COF)”, can treat the co-occurrence
of salient regions in both of intensity domain and gradient domain. We
use an extended image set that consists of original (intensity) image and
oriented gradient images which are extracted from original images. COF
is composed from a pair of arbitrary rectangles on arbitrary image chan-
nel in the extended image set. As a result of face/nonface classification
experiments, it is confirmed that our feature has good classification per-
formance, especially in the high true positive rate zone of ROC curves,
the false detection rate is significantly better than Viola’s HLF.

1 Introduction

For the purpose of object detection, Haar-like features (HLF) proposed by Viola
[13][14] are very famous and many extensions have been studied [4][5][6][7][8][10]
[12]. HLF is one of local image features and it is composed from several elemental
rectangles in an image plane. The feature value of HLF is a difference of average
intensity between elemental rectangles on an inputted image. HLF classifies the
image by using the feature value as an input of simple classification methods,
e.g. decision stumps or naive bayes. Since there are too many HLF in an image
plane according to the degree of freedom of elemental rectangles’ coordinates,
Viola proposed feature selection by Adaboost to choose a small subset of HLF
which has powerful classification performance.

The original HLF [13][14] consists of up to four elemental rectangles of the
same size which are neighboring each other, and the configuration patterns of
rectangles were limited to four types in Fig. 1. Afterwards, the configuration
patterns were extended to 14 types by Lienhart [8], and 19 types by Pham
[12], to improve the classification power of HLF (Fig. 2). The extended HLFs
are composed from rectangles of not always the same size, and it can represent
more complex local structures of targets. Hidaka extended HLF to the set of
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Fig. 1. Configurations of elemental
rectangles of original HLF

Fig. 2. Examples of configurations of
extended HLF in [8] or [12]

several arbitrary rectangles in the image plane [5]. The feature can catch a
relation between not only the close regions but also distant regions, and it can
represent complex structures of targets more flexibly. Mita proposed an extended
classifier constructed from multiple HLF [10][11]. The classifier is based on the
co-occurrence of HLF and made it possible to construct an effective classifier.

It is well known that the gradient information of image intensity is very im-
portant for many image recognition tasks. SIFT descriptor proposed by Lowe
[9] and Histograms of Oriented Gradients (HOG) proposed by Dalal [2] achieved
strong performance in many computer vision applications, such as matching,
retrieval, classification, detection, tracking and motion recognition. These de-
scriptor or feature calculate oriented gradient informations of image intensity.
The gradient informations are accumulated into histograms of quantized edge
orientations. The histogram is made from a certain local measurement region
(called “block”) in an image. In the case of HOG, usually a thousands of his-
tograms are calculated from a set of many blocks which are covering the image
entirely. Therefore, usually HOG is not computationally efficient. Zhu proposed
feature selection for HOG blocks based on Adaboost [3], and they showed it is
possible to achieve comparable classification power by using very small number
of blocks compared with the case of usual HOG [15].

Perhaps to suppress the computational cost and system complexity, most of
described methods employed either intensity or gradient informations. However,
the additional information channels of images will lead to improvement of classifi-
cation performance. So in this paper, we propose a feature which uses both inten-
sity and gradient informations. We consider the extended image set {I0, · · · , IB}
where B is the number of quantized edge orientation and {I1, · · · , IB} is the
set of oriented edge images which are made from original image I0. Our fea-
ture handles the co-occurrence of rectangles of images, just like [5][10][11]. As
a novel point, our feature is composed from a pair of arbitrary rectangles on
arbitrary channels in the extended image set. In this paper, we call proposal
feature “Co-Ooccurrence Feature (COF)”.

In our case, the total number of elemental rectangles increases according to
the increasing of image channel. Hidaka showed that it is possible to achieve
comparable classification power against Viola’s method by using a randomized
small subset of HLFs for the feature selection of Adaboost [4]. As well as such
method, we use random candidates approach; For the feature selection training
by Adaboost, the set of candidate COF is made by selecting a pair of arbitrary
rectangles from arbitrary image channel, at random. To maintain a variety of the
features, the subset of COF will be regenerated in each iteration of Adaboost.
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Fig. 3. The making process of the extended image set. The process of edge extraction
is performed by using Eqs. (1) to (4). Given an image length W and height H , g(x, y)
and d(x, y) (1 ≤ x ≤W, 1 ≤ y ≤ H) represent the gradient magnitude and gradient ori-
entation of a pixel (x, y), respectively. The oriented edge images are made from g(x, y)
and d(x, y) by using Eq. 5. As shown in Eq. 5, ib(x, y), the pixel value of b−th oriented
edge image Ib, is the weighted gradient magnitude where the weight cos |d(x, y)− cb|
indicates the degree of similarity between central angle of b−th orientation bin and
actual gradient orientation of a pixel (x, y).

We valid the performance of COF by face/nonface classification experiments.
Our feature has good classification performance compared with Viola’s HLF,
especially in the zone of high true positive rate of ROC curve, the false detection
rate is significantly better.

2 Co-Occurrence Feature for Extended Image Set

We propose the novel image feature, called Co-Occurrence Feature (COF), for
the extended image set.

2.1 Extended Image Set

At first, oriented edge image set {I1, · · · , IB} is made from original image I0

(B is the number of bins of the edge orientation to be quantized). The central
angle of b−th orientation bin is obtained as cb = (b − 1) ∗ 180

B . To make each
edge image Ib, every pixels i(x, y) of I0 is filtered by 3 × 3 sobel filter, and
then the edge magnitude g(x, y) and edge direction d(x, y) are calculated as
follows:

gv(x, y) =
+1∑

k=−1

21−|k|(i(x + 1, y + k) − i(x − 1, y + k)), (1)

gh(x, y) =
+1∑

k=−1

21−|k|(i(x + k, y + 1) − i(x + k, y − 1)), (2)
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g(x, y) =
√

g2
v(x, y) + g2

h(x, y), (3)

d(x, y) = arctan
gh

gv
. (4)

The pixel value ib(x, y) of b−th oriented edge image Ib is calculated as fol-
lows:

ib(x, y) = g(x, y) cos |d(x, y) − cb|. (5)

As a result, the extended image set {I0, I1, · · · , IB} is obtained.

2.2 COF on Extended Image Set

In our method, feature extraction is performed on the extended image set
{I0, I1, · · · , IB}. A elemental rectangle rb on Ib is defined as follows:

rb = (xs, ys, xe, ye) = {(x, y) ∈ Ib|xs ≤ x ≤ xe, ys ≤ y ≤ ye} (6)

where (xs, ys) and (xe, ye) are the diagonal apexes of the rectangle. A COF is
composed from a set of R elemental rectangles {rp

bp
}R

p=1. Fig. 4 illustrates the
difference between HLF and COF.

The feature value of COF is based on the average pixel values {m(rp
bp

)}R
p=1

on the elemental rectangles {rp
bp
}R

p=1. The average pixel value on a rectangle r
can be calculated as follows:

m(rb) =
∫∫

rb

v(x, y)dxdy (7)

where v(x, y) is i(x, y) if b = 0 and ib(x, y) in Eq. (5) if b > 0.
HLF employed the difference of average intensity of positive (white) rect-

angles and negative (black) rectangles, as a feature value. Therefore HLF has

Fig. 4. The difference of HLF and COF. (Left) HLF is composed from only the
combinations of the same size and neighboring rectangles on the intensity channel.
(Right) On the other hand, COF is composed from arbitrary rectangles in arbitrary
(i.e., intensity and oriented edge) channels.
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robustness about additive illumination changes. On the contrary, in our case,
the feature value will be made from different information channels (i.e. intensity
and oriented edge). It is hard to consider that a robustness for additive change
of intensity image and oriented edge image is useful in a real applications. So we
shoud not adhere about the difference of the averages.

In this paper, we make the feature value of COF by two simple ways: to take
the “sum” and the “difference” of the average pixel values of elemental rectan-
gles. In the feature selection training, the classifiers based on each feature type
are independently trained, and the most superior one is adopted.

In the case of “difference” type, a combinatorial problem of elemental rect-
angles is caused. However, because of the computational complexity problem
indicated in Sec. 3.1, we set the number of elemental rectangles R = 2. There-
fore the combinatorial problem is not occurred in this paper.

The feature values of COF {r1
b1

, r2
b2
} for an image I is represented as follows:

f+(I) = f+({Ib}B
b=0) = m(r1

b1 ) + m(r2
b2 ) (8)

f−(I) = f−({Ib}B
b=0) = m(r1

b1 ) − m(r2
b2 ) (9)

The classification function of COF for an image I is written as follows:

h(p, θ, f(I)) =
{

1 if p(f(I) − θ) ≥ 0
0 otherwise (10)

where p ∈ {1,−1} and θ ∈ R are parameters determined by training (Fig. 6).

3 Adaboost for COF Selection

Adaboost [3] is the ensemble learning method that trains multiple base-classifiers
and assembles them to create a more powerful classifier. Viola used HLF as base-
classifiers for the face detection [13][14]. The algorithm of Viola’s Adaboost is
composed from two phases as follows:

1. Weak training: optimizes all HLF independently,
2. Feature selectioin: selects the best one from those optimized HLF.

Therefore the training time of this algorithm depends on the number of HLF.
The training algorithm for COF is described in the following sections.

3.1 Random Candidates Approach for COF Selection

In Wb × Hb pixels image, there are Pb = Wb(Wb + 1) × Hb(Hb + 1)/4 elemental
rectangles. Therefore the total number of elemental rectangles on the extended
image set is P = P0 + P1 + · · · + PB . As described in Sec. 2.2, COF is com-
posed from R arbitrary elemental rectangles. So the total number of COF is
K = PR. For example B = 2, R = 2 and W0 = H0 = 19, the case that
prameters about training condition are pretty small, K becomes about 7 billion.
This is 10,000 times larger than the number of Viola’s HLF, and their feature
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– Input N labeld samples {Ii, yi}Ni=1 where Ii is a sample and yi is a label.
• yi = 1 ⇔ Ii is a positive sample, yi = 0 ⇔ Ii is a negative sample.
• wi > 0,

∑N
i=1 wi = 1.

– Initialize samples weights: if yi = 1 then wi = 1
2p

, otherwise wi = 1
2q

.
(p, q: # of positive samples and negative samples, respectively)

– for t = 1, · · · , T
• Normalize weights: wt,i ← wt,i∑

N
i=1 wt,i

.

• Make the subset of COF at random: {h1, h2, · · · , h10000}.
• for c = 1, · · · , 10000
∗ Perform weak-training to COF hc(p, θ, f+).
∗ Evaluate weighted error rate we(hc(p, θ, f+)) of optimized hc(p, θ, f+).
∗ Optimize COF hc(p, θ, f−).
∗ Evaluate weighted error rate we(hc(p, θ, f−)) of optimized hc(p, θ, f−).
∗ Set (hc, wec) = (hc(p, θ, f+), we+

c );
If we− < we+ then set (hc, wec) = (hc(p, θ, f−), we−c ).

• Select the t−th base-classifier: bt = arg minhc we(hc), et = minhc we(hc).
• Compute αt = log((1− et)/et).
• Update samples weights: wi ← wi · exp[αm · δ(yi − bt(Ii))] where

δ(x) = 1 if x = 0, or δ(x) = 0 otherwise.
– Final classification function is

H(I) =

{
1 if

∑T
t=1 αtbt(I) ≥ Θ

∑T
t=1 αt.

0 otherwise.
(Θ: Threshold)

Fig. 5. Adaboost for COF selection. The weak-training algorithm is shown in Fig. 6.

– Input COF h(p, θ, f).
– Input N labeld and weighted samples {Ii, wi, yi}Ni=1 where Ii, wi and yi is a sample,

a weight and a label.
• yi = 1 ⇔ Ii is a positive sample, yi = 0 ⇔ Ii is a negative sample.
• wi > 0,

∑N
i=1 wi = 1.

– Let w+ and w− be sum of weights of positive and negative samples, respectively.
– Extract feature value fi = f(Ii) from every samples.
– Make up-sorted array {gj}Nj=1 from {fi}Ni=1.
– Set θ = 0, e+ = w−, e− = w+, θ+

best = θ−
best = 0, e+

best = e−best = 1.
– For j = 1, · · · , N − 1
• Set θ = 1

2
(gj + gj+1).

• If yj = 1, then
∗ Set e+ ← e+ + wj and e− ← e− − wj .
∗ If e− < e−best then set e−best ← e− and θ−

best ← θ.
• Else if yj = 0, then
∗ Set e+ ← e+ − wj and e− ← e− + wj .
∗ If e+ < e+

best then set e+
best ← e+ and θ+

best ← θ.
– If e+

best < e−best then set p = +1 and θ = θ+
best, else set p = −1 and θ = θ−

best.

Fig. 6. The algorithm of weak-training for COF
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selection algorithm can not handle such the huge classifier candidates. There-
fore, we use random candidate approach like in [4]. In our experiment, 10,000
features (HLF for Viola’s method and COF for our method) are generated at
random as the candidate of a base-classifier. After the feature optimization, the
best feature in those candidates is selected as the base-classifier. The random
candidates are regenerated in each iteration of Adaboost to keep the variaty of
features.

Figs. 5, 6 show the algorithm of Adaboost by random candidates approach.

4 Experiments

In this paper, we used MIT CBCL face database [1] for our experiments. The
database consists of 2, 901 facial and 28, 121 background 19×19 pixel images. We
divided all images into training and test set; 2, 000 face and 5, 000 background
images are used for training, and the remaining images are used for testing. Five
pairs of training and test sets were generated at random.

We used four types HLF illustrated in Fig. 1 and then the total number of
HLF becomes about 53, 000. The parameters of COF are fixed to B = 2 and
R = 2. There are about 83, 000 elemental rectangles in the extended image set,
so we can use about 7 billion (83, 0002) COF potentially.

In each iteration of Adaboost for HLF/COF training, the set of 10,000 HLF
or COF as the base-classifier candidates is generated at random. The iteration
steps of Adaboost (equivalent to the number of the base-classifiers) is up to
200.

Fig. 7 shows the false positive rate (FP) and false negative (FN) rate when
true positive rate (TP) equals 99% and true negative rate (TN) equals 99%.
When TN = 99%, HLF and COF have comparable results. However, when
TP = 99%, the results of COF are significantly better than the results of
HLF. In the case of 200 classifiers, FP rate of COF is improved 5% against
HLF.

Fig. 8 shows the ROC curves for the five test sets created by using 200 HLF
or COF. It can be seen that there are no significant difference between the
results of HLF and COF when TP is smaller than 0.95. On the contrary, espe-
cially when TP is larger than 0.99, the results of COF are significantly better.

Fig. 7. Average error rates (%) for negative (positive) samples at TP (TN) = 99%
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Fig. 8. ROC curves for five test sets. Red and green curves show the results of HLF
and COF, respectively. Both methods used 200 weak classifiers. Horizontal axis shows
the true positive (TP) rate and vertical axis shows the true negative (TN) rate. Top
and bottom figures show different TP zones (from 0.3 to 0.9 and from 0.9 to 1.0).
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5 Conclusions

In this paper, we proposed a new image feature which uses both intensity and
gradient informations and can treat co-occurrence of salient regions in both of
the information domains. In our experiments, we showed that the more powerful
features than the best HLF are certainly included in our 7 billion of COF. We
also showed that the feature selection based on random candidates manner can
efficiently find such powerful features from those extremely abundant candidates.
As a result, the classification accuracy is improved compared with Viola’s HLF.
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