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Abstract

This paper presents a modification of kernel-based
Fisher Discriminant Analysis (FDA) for face detection. In
face detection problem, it is important to design a two-
category classifier which can decide whether the given in-
put sub-image is a face or not. There is a difficulty to train
such tow-category classifiers because the “non face” class
includes many images of different kinds of objects and it is
difficult to treat them as a single class. Also the dimension
of the discriminant space constructed by the usual FDA is
limited to 1 for tow-category classification. To overcome
these problems of the usual FDA, the discriminant criterion
of the usual FDA is modifed such that the covariance of the
”face” class is minimized while the differences between the
center of the ”face” class and each training sample of the
”non face” class are maximized. By this modification we
can obtain a higher dimensional discriminant space which
is suitable for “face” and “not face” classification. It is
shown that the proposed method could outperform the sup-
port vector machine (SVM) by experiments of “face” and
“non face” classification using the face images gathered
from the available face database and the many face images
on the Web.

1. Introduction

Object detection is an important and fundamental prob-
lem in computer vision, and there are many applications in-
cluding face detection, person detection, and so on. In view-
based object detection, machine learning techniques have
been used to design a classifier from the given training ex-
amples. For face detection, the positive and negative exam-
ples are trained by using a probabilistic or statistic models,
such as the neural network[1, 2, 3, 4], principal components
analysis (PCA)[5, 6], linear discriminant analysis[7, 8] and
so on.

In the last years, a number of powerful kernel-
based learning machines, e.g., support vector ma-

chines (SVMs)[9, 10], kernel Fisher discriminant analysis
(KFDA)[11, 12, 13], and kernel principal component anal-
ysis (KPCA)[14, 15] have been proposed. Successful ap-
plications of kernel-based algorithms have been reported
for various fields including object recognition, text catego-
rization, time-series prediction, etc.[16]. Especially support
vector machines (SVM) )have been successfully applied to
face detection problem [17, 18, 19] .

In this paper, we present a modification of kernel-based
Fisher discriminant analysis (KFDA) to detect frontal views
of faces in gray-scale images. In face detection, it is im-
portant to design a tow-category classifier which can decide
whether the given input sub-image is a face or not. The clas-
sifier is usually trained by using training examples of ”face”
images and ”non face” images. If we straightforwardly ap-
ply Fisher discriminant analysis to this problem, the dis-
criminant space is constructed such that two classes; “face”
and “non face” classes, are equally treated. The ”face” class
includes only “face” images and they are similar with each
other. It can be treated as a single class. However, the
”non face” class includes many images of different kinds
of objects. It can not be treated as a single class. It is
difficult to model them as samples from a single distribu-
tion. This means that the constructed discriminant space
may be unsuitable for “face” and “non face” classification
even if we use highly nonlinear discriminant analysis such
as kernel-based FDA. Also the dimension of the feature vec-
tors constructed by the usual FDA is limitted to1 for tow-
category classification. This means that we can not obtain
high dimensional discriminant space. To overcome these
drawbacks of the usual FDA, the discriminant criterion of
the utusal FDA is modified such that the covariance of the
”face” class is minimized while the differences between the
center of the ”face” class and each training sample of the
”non face” class are maximized. By this modification of the
usual FDA we can obtain a higher dimensional discriminant
space which is suitable for “face” and “non face” classifica-
tion.

In the kernel-based methods, proper selection of the ker-
nel size and the regularization parameter is very important



to achieve better genelarization ability. In this paper a data
set for cross validation is prepared and used to determine
the proper parameters by directly evaluating the error rates
of the data. We think that this is the simplest and the most
practical approach to determine the proper parameters of the
kernel-based learining method if we can gather additional
samples for cross validation.

To evaluate the proposed method, several experiments on
“face” and “non face” classification were performed by us-
ing the face images gathered from the face databases (MIT
face databse[20] and AIST face database[21]) and many
face images on the Web. The results shows that the pro-
posed method can outperform the support vector machine
(SVM). It is also shown that the selection of the kernel size
and the regularization parameter is important and the proper
parameters can be easily determined by simply preparing
the data set for cross validation.

In the next section, kernel-based FDA for “face” and
“non face” classification is explained. The experimental re-
sults are shown in section 3.

2. Kernel-based FDA for Face and Non Face
Classification

2.1. Fisher Discriminant Analysis

Let x = (x1, . . . , xM )T be aM dimensional feature
vector. Suppose that we haveK classes{Ck}K

k=1. Then
linear Fisher discriminant analysis constructs a dimension
reduction linear mapping from the input vectorx to a new
featurey = (y1, . . . , yL)T as

y = AT x, (1)

whereA = [aij ] is the coefficients matrix. The discriminant
criterion

J = tr(Σ̂−1
W Σ̂B) (2)

is used to evaluate the performance of the discrimination
of the new featuresy and is maximized, wherêΣW and
Σ̂B are the within-class covariance matrix and the between-
class covariance matrix defined on the new featuresy.

The optimal coefficient matrixA is then given by solving
the following eigen-equation

ΣBA = ΣW AΛ (AT ΣW A = I), (3)

whereΛ is a diagonal matrix of eigenvalues andI denotes
the unit matrix. The matricesΣW andΣB are the within-
class covariance matrix and the between-class covariance
matrix of the input feature vectorsx and they are computed
as

ΣW =
K∑

k=1

ωkΣk,

ΣB =
K∑

k=1

ωk(x̄k − x̄T )(x̄k − x̄T )T , (4)

whereωk, x̄k, x̄T , andΣk denotea priori probability of
classCk, the mean vector of classCk, and the total mean
vector, and the covariance matrix of the classCk, respec-
tively.

The j-th column ofA is the eigenvector corresponding
to the j-th largest eigenvalue. Thus, importance of each
elements of the new featuresy are evaluated by the corre-
sponding eigenvalues.

2.2. Kernel-Based Fisher Discriminant Analysis

Kernel-based Fisher discriminant Analysis (KFDA) is
the method which uses the model defined by a linear com-
bination of some specified kernel bases as

y =
N∑

i=1

aiK(wi, x), (5)

whereK is the kernel function, andai is the coefficient
vector for thei-th kernel base. As the kernel function, an
isotropic Gaussian functionK(wi, x) = exp[− ||wi−x||2

2σ2 ]
is typically used. The location of the kernel basewi is fixed
to one of the training samples and the number of kernel
basesN equals to the number of training samples.

Let k(x) = (K(w1,x), . . . , K(wN , x))T be a kernel
bases vector for the feature vectorx. Then the equation (5)
can be written as

y = AT k(x) (6)

whereAT = [a1, . . . , aN ] is the coefficients matrix.
The optimal coefficient matrixA is then given by solving

the eigen-equation

Σ(K)
B A = Σ(K)

W AΛ (AT Σ(K)
W A = I), (7)

whereΛ is a diagonal matrix of eigenvalues andI denotes
the unit matrix. The matricesΣ(K)

W andΣ(K)
B are the within-

class covariance matrix and the between-class covariance
matrix of the kernel bases vectorsk(x). The dimension of
the new feature vectory is limited tomin(K − 1, N).

However, this setting is ill-posed, because we are esti-
mating theN × L coefficients of the matrixA from N
samples. Thus we have to introduce some regularization
technique. One of the simplest methods is to simply add a
multiple of the identity matrix toΣ(K)

W as

Σ̃(K)
W = Σ(K)

W + βI (8)

This makes the problem numerically more stable because
the within-class covariance matrix̃Σ(K)

W becomes positive
definite as for largeβ. This is roughly equivalent to add
independent noises to each of the kernel bases.



2.3. Modification of FDA for Face and Non Face
Classification

In face detection problem, it is important to design a two-
category classifier which can decide whether the given input
sub-image is a face or not. The classifier is usually trained
by using training examples of “face” images and “non face”
images. If we straightforwardly apply the kernel-based
Fisher discriminant analysis to this problem, the discrimi-
nant space is constructed such that two classes; “face” and
“not face” classes, are equally treated. The “face” class in-
cludes only “face” images and they are similar with each
other. It can be treated as a single class. However, the “non
face” class includes many images of different kinds of ob-
jects. It can not be treated as a single class. It is difficult
to model them as samples from a single distribution. This
means that the constructed discriminant space may be un-
suitable for “face” and “non face” classification even if we
use highly nonlinear discriminant analysis such as kernel-
based FDA. Also the dimension of the new feature vectory
constructed by the usual kernel-based FDA is limited to1
for the case of tow-category classification. This means that
we can not obtain high dimensional discriminant space by
the usual kernel-based FDA.

To overcome these drawbacks of the kernel-based FDA,
we modify the discriminant criterion such that the covari-
ance of “face” class is minimized while the differences be-
tween the center of “face” class and each examples of “not
face” class are maximized. In other words, we consider
“face” class as one distribution in which many images of
the same kind (face) are included and “not face” class as a
set of individual classes each of which corresponds to each
sample of the “not face” class.

Let “face” class and “not face” class are expressed by
using the kernel bases as

C = {k(xi) | i = 1, · · · , nf}
C̄ = {k(xk) | k = 1, · · · , nf̄}, (9)

wherenf is the number of “face” images andnf̄ is the num-
ber of “not face” images. Then the mean vector and the
covariance matrix of “face” class are given by

k̄f =
1
nf

nf∑

i=1

k(xi),

Σf =
1
nf

nf∑

i=1

(k(xi)− k̄f )(k(xi)− k̄f )T (10)

The total mean vector is given by

k̄T = ωf k̄ +
nf̄

N

nf̄∑

k=1

k(xk) (11)

whereωf = nf

N and N is the total number of images (N =
nf + nf̄ ). Then the within-class covariance matrix and the
between-class covariance matrix are given by

Σ(f)
W = ωfΣf

Σ(f)
B = ωf (k̄f − k̄T )(k̄f − k̄T )T

+
1
N

Σ
nf̄

k=1(k(xk)− k̄T )(k(xk)− k̄T )T (12)

New featuresy = (y1, · · · , yL)T are obtained by a lin-
ear combinationy = AT k(x) of the kernel bases vector
k(x).

To construct the discriminant space in which the covari-
ance of “face” class is minimized and the differences be-
tween the center of “face” class and each samples of “not
face” class are maximized, we can define the discriminant
criterion

J = tr(Σ̂(f)−1
W Σ̂(f)

B ) (13)

using the within-class covariance matrix̂Σ(f)
W and the

between-class covariance matrix̂Σ(f)
B in the discriminant

space. The optimal coefficient matrixA which maximizes
the discriminant criterionJ is obtained by solving the eigen
value problem

Σ(f)
B A = Σ(f)

W AΛ (AT Σ(f)
W A = I) (14)

The dimension of the new feature vectory is limited to
min(nf̄ +1, N) = nf̄ +1. If we have enough training sam-
ples of non face images, we can obtain high dimensional
discriminant feature space. In this case, regularization can
be achieved by using the

Σ̃(f)
W = Σ(f)

W + βI (15)

instead of the within-class covariance matrixΣ(f)
W .

To classify the input sub-image into “face” class or “not
face” class, we need some classifier which utilizes the con-
structed discriminant feature space. One of the simplest
classifier is to check the distance between the mean vec-
tor of “face”class and the feature vector of the input sample
in the discriminant space and decide the input as “face” if
the distance is within a thresholdTh. In the following ex-
periments, this simple classifier is used. More sophisticated
classifiers could be further improve the recognition perfor-
mance.

2.4. Relation to Kernel-Based PCA

One of the most popluar methods in face recognition or
face detection is “Eigenface” which is based on PCA of the
face images[5, 6]. Here we point out the close relation-
ship between the proposed kernel-based FDA and the kernel
PCA.



It is well-known that the mapping from the feature space
to the discriminant space constructed by Fisher discriminant
analysis can be split into two stages of the mappings as

y = AT k(x) = AT
2 AT

1 k(x). (16)

The mappingA1 at the first stage corresponds to whitening
process of the within-class covariance matrix in the mapped
space. This mappingA1 can be obtained by computing the
eigen vectors of the within-class covariance matrix as

A1 = Σ−
1
2

W = M− 1
2 UT (17)

where the matricesU andM are the matrices of the eigen
vectors and the eigen values obtained by the eigen equation

ΣW U = UM(UT U = I). (18)

After the mapping of the first stagez = AT
1 k(x), the

within-class covariance matrix̃ΣW and the between-class
covariance matrix̃ΣB in the mapped space are obtained by

Σ̃W = AT
1 ΣW A1 = Σ−

1
2

W ΣW Σ−
1
2

W = I

Σ̃B = AT
1 ΣBA1 = Σ−

1
2

W ΣBΣ−
1
2

W . (19)

The mapping at the second stageA2 can be obtained by
solving the eigen equation

Σ̃BA2 = A2Λ. (20)

Namely, the principal components of the average between-
class covariance matrix of the mapped spaceΣ̃B are com-
puted in this second stage.

In the case of the proposed method the average within-
class covariance matrix at the first stage can be computed
form the the covariance matrix of the face images as

Σ(f)
W = ωfΣf . (21)

This means that the first stage of the mapping is closely re-
lated with the kernel-based PCA of the face images and the
mapping is obtained by the kernel-based PCA. By neglect-
ing the second stage of the proposed kernel FDA, we can
obtain a method in which the whitening of the covariance
matrix of the face images is used as an approximation of
the proposed kernel-based FDA.

3. Experiments

3.1. Database of “Face” and “Non Face” Images

To evaluate the proposed method, we gathered “face”
images and “non face” images from MIT face database[20],

face image database used in [21], and many images on the
Web. From each of the face images, face regions were
searched by the simple nearest neighbor classifier and the
size of the face regions were normalized to30 × 28 pix-
els. By eliminating the incorrect samples from the detected
images, we have a data set of 725 normalized “face” im-
ages. Also a data set of 2200 normalized “non face” im-
ages were obtained by randomly cutting the partial regions
of the gathered images and normalizing to the same size.
These “face” and “non face” images were divided into three
sets (the training data set, the cross validation data set, and
the evaluation data set). The training data set includes 100
“face” images and 200 “non face” images and is used for
training the classifiers. The cross validation data set include
300 “face” images and 1000 “non face” images is used to
determine the proper parameters such as the kernel sizeσ,
the regularization parameterβ, and the thresholdTh of the
classifier . The evaluation data set includes 325 “face” im-
ages and 1000 “non face” images and is used to evaluate
the recognition rates. Examples of “face” and “non face”
images used in the experiments are shown in Figure 1.

(1) Examples of “face” images

(2) Examples of “not face” images

Figure 1. Examples of ”face” and “non face”
images.

3.2. Selection of the kernel size and the regulariza-
tion parameter

It is known that proper selection of the kernel size is im-
portant to achieve better performance in kernel-based learn-
ing methods. Here we used the simplest and straightforward
approach to determine the proper kernel size using the cross
validation data set.
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Figure 2. Relation between the regularization
parameter β and the error rate.

The regularization parameterβ is an important factor for
generalization ability of the learned classifier. The error
rates to the cross validation data set were evaluated at the
different regularization parameters. The results are shown
in Figure 2. It is noticed that the error rate is minimum at
β = 0.0002. So the regularization parameter was set to
β = 0.0002 in the following experiments.
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Figure 3. Relation between the kernel size σ
and the error rate.

Another important parameter of the proposed method is
the kernel sizeσ. Figure 3 shows the relation between the
kernel sizeσ and the error rate to the cross validation data
set. In this experiment, the regularization parameterβ was
set toβ = 0.0002. It is noticed that the error rates are
gradually decrease fromσ = 0.5 to 1.0 and are gradually
increased when the kernel sizeσ becomes larger thanσ =

1.2. There is minimum aroundσ = 1.0. From this results
we can understand that the proper kernel size is from0.96
to 1.0. In the following experiments, the kernel size was set
to σ = 1.08.

3.3. Experimental Comparison with SVM and
Kernel-based PCA

Table 1. Comparison of the error rates.
All samples face non face

Kernel FDA
(β = 0.0002, 0.0083 0.0185 0.0050
σ = 1.08)

Kernel FDA
(β = 0.0, 0.0128 0.0400 0.0040
σ = 1.08)

Kernel PCA
(β = 0.0, 0.0211 0.0462 0.0130
σ = 1.08)

SVM 0.0174 0.0062 0.0210
(σ = 1.08)

The recognition performance of the proposed method
was evaluated using the evaluation data set. Table 1 sum-
marizes the error rates to all samples, the error rates to the
“face” samples, and the error rates to the “non face” sam-
ples. The thresholdTh of the proposed method was de-
termined by using the cross validation data set. The er-
ror rates to the kernel-based FDA without regularization,
namely (β = 0.0), is also shown in the second raw of the
table. It is noticed that the recognition rate is improved
by introducing the regularization. This shows the impor-
tance of the regularization in the kernel-based methods. For
comparison the results of the whitening method explained
in the section 2.4 and support vector machine (SVM) with
Gaussian kernels are also shown in the table. The kernel
size of the whitening method and the SVM was set to the
same value with the proposed kernel-based FDA, namely
σ = 1.08. From these results we can conclude that the
recognition performance of the proposed kernel-based FDA
is better or as good as the SVM. Also we can say that the
whitening by the kernel-based PCA is comparable with the
SVM but is not as good as the proposed kernel-based FDA.

Finally an example of the face detection is shown in fig-
ure 4. Whole image was scanned with small windows of
different sizes and all the candidates are fed into the pro-
posed classifier. The squares shown in the image denote the
windows decided as “face” by the classifier.



Figure 4. An Example of face detection
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