BOREL SUMMABILITY OF SOME SEMILINEAR SYSTEM OF
PARTIAL DIFFERENTIAL EQUATIONS

HIROSHI YAMAZAWA AND MASAFUMI YOSHINO

ABSTRACT. In this paper we are interested in the Borel summability of formal
solutions with a parameter of first order semilinear system of partial differential
equations with n independent variables. In [2], Balser and Kostov proved the Borel
summability of formal solutions with respect to a singular perturbation parameter
for a linear equation with one independent variable. We will extend their results to
a semilinear system of equations with general independent variables.

1. INTRODUCTION

In this paper we shall study the Borel summability of formal solutions of partial
differential equations with a parameter. Since the pioneering results obtained by
Lutz-Miyake-Schéfke, Balser et al the Borel summability of formal solutions of heat
operators has been studied extensively. (cf. [9], [3]. See also the recent papers
by Michalik, [11] or/and Ichinobe, [6]). Another class of Borel summable operators
which are perturbations of an ordinary differential equation were studied by Ouchi.
(cf. [12]). We also refer to the extension by Tahara and Yamazawa. (cf. [13]). As for
the first order single equation, we refer to Hibino, [5]. Concerning the summability
of solutions of a partial differential equation with a singular perturbation parameter
we cite the papers [2] and [4]. (cf. [10], [8], [2] and [7]).

In this paper we shall extend the results in [2] to a semilinear system of partial
differential equations with general independent variables. We note that our system is
not contained in the class of equations studied in the above, nor can be decomposed
into first order single equations. We use the method of characteristics in order to
prove our theorem which is different from that of [2]. We note that our method also
yields the summability when the independent variable moves in a given bounded open
set.

This paper is organized as follows. In Section 2, we state the main theorem and give
some remarks on the theorem. In Section 3, we study formal solutions and Gevrey
estimate. In Section 4, we prepare an elementary lemma needed for the proof of the
main theorem. In Section 5, we give the proof. In Section 6, we give an extension
of the main theorem when the independent variable moves in some open set not
containing the origin.
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2. STATEMENT OF RESULTS

t x = (21,...,2,) € C", n > 1 be the variable in C". For \; € C, \; # 0
(7=1,2,...,n), define

- 0

Let N > 1 be an integer and let f(x,u) = (fi(z,u),..., fv(z,u)), u = (uy,... ,uy) €
C" be the holomorphic vector function in some neighborhood of the origin of x € C”
and u € CV. We consider Borel summability of formal solutions of the semilinear
system of equations

(2.2) N~ Lu= f(z,u),
where n € C\ {0} is a complex parameter. We assume
(2.3) f(0,0) =0, det(V,f(0,0)) #0

where V, f(0,0) denotes the Jacobi matrix of f(z,u) with respect to u at the point
r=0,u=0.
We will construct a formal power series solution v(z,n) of (2.2) in the form

(2.4) v(z,n) = n"u(x) = volz) + 0 vy (2) + -

where the series is a formal power series in 7! with coefficient v, () being a holo-
morphic vector function of x in some open set independent of . We denote by {2y the
open connected set containing the origin on which every coefficient v, () is defined.
The formal Borel transform of v(z,n) is defined by
(25) B)e.0) = () o
e Mv+1)

where I'(z) is the Gamma function. For an opening 6 > 0 and the bisecting direction
&, define the sector Sp¢ by

(2.6) 59762{2’6@; |argz—£|<g}.
We say that v(z,n) is 1- Borel summable in the direction ¢ with respect to 7 if
B(v)(z,¢) converges in some neighborhood of the origin of (z,(), and there exist
a neighborhood U of the origin x = 0 and a § > 0 such that B(v)(x,() can be
analytically continued to (x,() € U x Sp¢ and of exponential growth of order 1 with
respect to ¢ in Spe. For the sake of simplicity we denote the analytic continuation
with the same notation B(v)(z,(). The Borel sum V(x,n) of v(z,n) is, then, given
by the Laplace transform

(2.7) V(z,n):= [ ¢(le™"B(v)(w,¢)d¢

Le
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where the integral is taken on the ray starting from the origin to the infinity in the
direction £. We assume that V f(0,0) is a diagonal matrix,

(2.8) Vf(0,0) = diag (g1, .. , n)-

Moreover, we assuine

s
(2.9) Re); >0, Reyr, >0, Re-L>0(j=1,...,n, k=1,...,N).
g

Let Cy be the convex closed positive cone with vertex at the origin containing A;
(j=1,2,...,n)and \;j/pux (j =1,2,... ,nm;k=1,... ,N). Write

(2.10) Co={2€C;—0, <arg z < by}

for some 0 < #; < 7/2 and 0 < 0, < 7/2. Note that Syig¢ is equal to C\ Cy with
£:7T+92—;91 and 0 = 7 — 0, — 0, . We have

Theorem 1. Suppose (2.3), (2.8) and (2.9). Then v(x,n) is 1- Borel summable in
the direction 1 € Sp¢ with § = 7 + % and 0 = ™ — 0, — Oy when x is in some
netghborhood of the origin. Moreover, there exists a neighborhood U of x = 0 such
that V (x,n) is holomorphic and satisfies (2.2) when (x,m) € U X Sqige.

Example. Let y = (y1,...,y,) € C". Consider a holomorphic singular vector
field X =77 a; (y)aiyj with a;(0) =0 for j =1,...,n. Assume that the change of
coordinates y = u(x), u(0) = 0 transforms X to its linear part zA, where A is some
constant matrix. Moreover, suppose that A is a diagonal matrix with diagonal entries
A (7=1,2,...,n). The linearizability is equivalent to A(u(x)) (@)71 = zA, where

ox
% denotes the Jacobi matrix of u. We consider the approximate equation by introduc-
ing a parameter ! in front of the right-hand side, namely A(u(z)) (%)_1 =nlzA.

If we recall £ = xA%, then we obtain (2.2). Therefore, by applying Theorem 1 we
have the summability of the formal solution (2.4).

Remark 1. (a) In [2] the summability of the formal solution (2.4) was shown for
(2.2) with N =1 and n = 1 assuming that f is a polynomial of degree 1 with respect
to w. In fact, in Theorem 2 of [2] the summability was proved under the condition
equivalent to (2.9). It was also shown that (2.9) is necessary in general.

(b) An interesting phenomenon shown in (2] is that a certain Diophantine phenom-
enon appears in the summability, while it does not appear for an irreqular singular
equation. (cf.[4]). In the case of general independent variables one can easily see that
a similar multi-dimensional Diophantine condition enters in the analysis. Because
we do not know how to generalize the proof in (2] to a semilinear multi-dimensional
case, we use the method of characteristics in order to prove the summability. More
precisely, the stable behavior of the characteristics in our proof corresponds to the
Diophantine type condition in [2]. We note that our method also shows the summa-
bility in the case when the independent variable is outside the origin without assuming
(2.9). We will briefly mention the extension in the last section.
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3. FORMAL POWER SERIES IN THE PERTURBATION PARAMETER

In this section we construct the formal solution of (2.2) and obtain some estimate
of the formal series.

Construction of formal solution. By substituting the expansion (2.4) into (2.2),
we obtain

(3.1) Lov; = i Lo (x)n™",
v=0
(3.2) flz,v) = fxvo+on ™+ 2 +--)

= fla,v0) + 0 (Vuf)(z, v0)vr + O(n 7).
By comparing the coefficients of 1, we obtain for n° = 1

(3-3) Sz, vo(z)) =0
and for n~!
(3.4) Lvg = (Vo f)(z,v0)v;.

In order to determine v,(x) (v > 2) we compare the coefficients of n= of (2.2).
Differentiate (3.2) (v — 1)-times with respect to € = 5! and put € = 0. Then we
obtain

(35)  Lu,1 = (Vuf)(2,v0)v, + (terms consisting of v7, j =1,... ,n, k < v).

First, note that there exists an analytic solution vy(x), vo(0) = 0 of (3.3) in some
domain containing the origin = 0 by (2.3). We define

(3.6) Yo = {x; det (Vuf)(z,v0(x))) =0, f(x,vo(x)) =0}.

The next theorem gives the existence of a formal solution.

Proposition 1. Assume (2.3). Then every coefficient of (2.4) is uniquely determined
as a holomorphic function in some neighborhood of x = 0 independent of v.

Proof. By (2.3) and the implicit function theorem, vy(z) is uniquely determined as
the holomorhic function at the origin such that vo(z) = O(|z|). Suppose that vg(z)
is determined up to some ¢ — 1 in some neighborhood of the origin. Then, by the
implicit function theorem one can determine vy(z) uniquely in some neighborhood of
the origin depending on ¢. Because vi(z) are determined recursively by differentia-
tions and algebraic calculations, the recurrence formula for vy(z) implies that v,(x) is
holomorphic in some neighborhood of the origin independent of v. O

Remark 2. Let Qg C C" be the domain containing the origin on which every coef-

—_—

ficient of v(x,n) is defined. Let Qg \ 3o be the universal covering space of Qg \ Xo.

Then every coefficient of v(x,n) is analytically continued from the origin to Qg \ o,
provided that f(x,u) is an entire function of v € C" and u € CV.

Gevrey estimate of order 1. We will show the convergence of the formal Borel
transform of (2.4).
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Theorem 2. Assume that f(x,u) is an entire function of v € C"* and u € CV. Let v

in (2.4) be analytically continued as in Remark 2. Let K be the compact set in € \ Xo.
Suppose that every v,(z) in v be analytic in some neighborhood of K independent of
v. Then there exist a neighborhood U of K and a neighborhood W of the origin ( = 0
in C such that the formal Borel transform B(v)(z, () converges in U x W.

Remark 3. By the same argument as in the proof of Theorem 2 we have the formal
Borel summability when K is a neighborhood of the origin x = 0. In fact, we only
need to assume that f(x,u) is analytic in some neighborhood of the origin x € C"™ and
u € CN. Note that every v,(x) in v is analytic in some neighborhood of the origin
independent of v.

Proof of Theorem 2. The compact set K can be covered by a finite number open
balls. Hence it is sufficient to show our theorem when K is a subset of an open
small ball. One may also assume that the center of the ball is the origin. We use
the majorant relation u© < v when v is the majorant function of w. Namely, for
u=y,, 1%, and v =) 2%V, the relation v < v holds if |u,| < v, for every a. If
u and v are vector functions, then u < v means that for every j, the j-th component
u; of u and v; of v satisfy u; < v;. If v is a scalar function, then u < v means that
uj; < v; for every j. For p > 0, define

(3.7) () = (1 - Lﬁx”)_l .

The set of holomorphic functions at the origin such that v < ¢,C for some C' > 0
forms a Banach space with the norm ||u|| given by the infimum of C' satisfying u <

¢,C.
First we will estimate the differentiation. For any integers 1 < 7 <mnm and k > 1 we
have

9
&rj
On the other hand, because z;(V, f)(z,v9) " is analytic at the origin for 1 < j <n
we have, for sufficiently small p > 0

(3.9) 2 (Vo f)(z,0) ' < Ko,

for some K > 0. Similarly, we have vy < ||vg||¢,.

We next estimate v;. By virtue of (3.4) we have v; = (V,f)(z,vo) ' Lvo. Hence,
by (3.8) and (3.9) we have v; < ||vg||Co¢} for some Cy > 0. We will show that there
exists C' > 1 independent of v > 1 such that

(3.10) U < CP gl m =12,

E_ E )1
(3.8) pp(x)* = p¢p( )"

Suppose that (3.10) holds up to m < v — 1 and consider v,. In view of (3.5) we first
consider (V,.f)(z,vo) ' Lv,_1.

(311)  (Vuf)(@,00) Lo,y < C* 72 (v = D)l(4v = 5)y Cr < 4C,C*Pulgyr ™
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for some C; > 0 depending only on K and L. Hence if 4C; < C and C > 1, then we
have the estimate like (3.10) since 1 < ¢,.

Next we estimate the nonlinear term. Set v = vg +u, u = n vy + n 20y + -+ - and
expand
(3.12) f(z,v) = f(z,v0) + Vo f(z,v0) - u+ Z ra(z,vo)uP.
181>2

By inserting the expansion of u and by comparing the coefficients of ™" of the right-
hand side of (3.12) we see that the nonlinear term in (3.5) is given by

|8l

(3.13) Z Z Z rg(x, Vo)Vy, -+ - Uy,

|B|>2 (=2 vi+-Hvp=v,v;>1
By inductive assumption on v,, we have

lE] lE]

(314) Z Z Uy, =+ Uy, < Z Z ]/1! .. VE!C2V_Z¢ﬁV_E.
(=2

£=2 vi+-Fv=r,v; >14>2
We recall the inequality
IZERRES )
(3.15) > — <1
Vit Frp=r,v; >1,0>2
Then the right-hand side of (3.14) is bounded by

&l
< =2, Z CQfZQﬁﬁqu < 021/72021/!(?;1)1/72’

(=2

for some C5 > 0 independent of v because ) _,°, C**'<ocobyC>1.
In order to estimate (V,f)(z,vo)"" times (3.13) we consider

(3.16) (Vaf)(@,00) ™" ra(x,v0).

1B1>2
By virtue of (3.12) we have
(3.17) Z ra(z,vo0) = f(x,v0 +€) — f(z,v0) = Vuf(z,v0) - e,
18]>2
where e = (1,...,1). By using the scale change of variables u — cu, € > 0, one may

assume that f(x,vo+ e) is analytic at x = 0, if necessary. Therefore one can estimate
(3.16) like < K¢, for some K > 0.

Therefore (V. f)(z,vo)~" times (3.13) can be estimated by C*?CoKv!¢;»~'. By
inserting this estimate and (3.11) into (3.5) we obtain (3.10) for m = v. By (3.10)
and the definition of majorant functions we obtain the convergence of formal Borel
transform in some neighborhood of x = 0 and ¢ = 0. This ends the proof.
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4. CONVOLUTION ESTIMATE

We estimate the convolution. Let 2 be the smallest open set containing the sector
So.r in (2.6) and the disk {|z| < 7o} for small ry > 0 such that z € Q implies z+1t € Q
for every real number ¢ < 0. For ¢ > 0, define the space H({2) by

(4.1) = {f € H(Q) | 3K such that |f(z)| < Ke **(1 + |2[)*,Vz € Q},

where H (Q) is the set of holomorphic functions in €2. Obviously, H(€2) is the Banach
space with the norm

(4.2) [flle = ilelglf(Z)l(l +[2])%e e,

The convolution f* g ( f,g € H(Q2)) is defined by

(4.3) (f % g)(z /fz—t /f (2 — t)d

Write f'(z) = (df /dz)(z). Then we have

Proposition 2. For every f,g € H(Q2) such that f(0) = g(0) =0 and f',¢" € H(Q2)
we have f g € H(S2) with the estimate

(4.4) 1+ glle < 8l allglla, 11 *glle < 8llfllallgllo-

Proof. Because f * g = g * f we will prove the first inequality of (4.4). We have

(f*9)( / £z — t)g(t)dt = F(0)g(=) + / TPz - g(t)dt = / Pz — gt

By (4.2) and by taking the path of integration from 0 to z we have

(4.5)

/Of'(z—t)g(t)dt’ < ||f’||n||gllne‘CRez/0(1+|z—t|)_2(1+lt|)_2|dt|

2
< Hf’HQHgHQeCR“/O (L+ 12| = 5) (1 +5) ds.

We divide the integral in the right-hand side into two parts, s < % and s > |i2| It

s < ‘ | then we have (1 + |z| = 8)72 < 4(1 + |2])72, while in case s > % we have
(1+3) < 4(1+ |2|)2. Hence we have

|21/2 1 4 |21/2 72 4
(4.6) / <1+|z\—s>2<1+s>2d5§<1+\z|>2/ (L) ds < e

One can similarly estimate the other part like f| L+ 2l = 8) 72 (1 + 5)7%ds <

4(1 + |z|) 72 Therefore we see that the left-hand side term of (4.5) can be estimated
by 8||f’||g||g||ge*CReZ(1 + |z|)72. This ends the proof.
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5. PROOF OF THEOREM 1

Proof of Theorem 1. We first show the summability of v(z,7) in the direction
arg 7 = m when z is in some neighborhood of the origin. One may assume \, = 1
without loss of generality by dividing the equation with A\, # 0. In terms of (2.2)
with u replaced by vy + u, (3.12) and f(x,v9) = 0 we obtain

(5.1) Lu = —Lvg +nVyf(z,v0)u+1n Z rs(2, vo)u”.
18]=2

Let u(y) := B(u) be the Borel transform of u with respect to n, where y is the dual
variable of 1. By the Borel transform of (5.1) we obtain

oun 0

(5.2) Li = —Lvg + Vo f(z, vo)a—y 3 > rala,vo)(@)?,
131>2
where (4)? = (a)% - (an)?, 3 = (B1,...,Bn), and (ﬂj)fj is the [3;-convolution

product, (aj)ff = Uj k% 0y

Let v be the formal solution given by Proposition 1 and consider the formal Borel
transform B(v). Define u(x,y) := B(v) — vo. Then u(x,y) is analytic in some
neighborhood of the origin, x = 0, y = 0, and @ is the solution of (5.2) in some
neighborhood of y = 0 such that @(z,0) = 0 in x. We will show that every solution of
(5.2) analytic at y = 0 and satisfying @(x,0) = 0 is uniquely determined. Indeed, by
definition the convolution product of y*/i! and y7/j! is equal to 3"/ /(i + 7)!. Hence,
if we expand @ in the power series of y and insert (5.2), then every coefficient of the
expansion can be uniquely determined from the recurrence relation because V,, f(z, vg)
is invertible. Therefore, if we can show the existence of the solution of (5.2) being
analytic in (x,y) with z in some open set and y € €2 which is of exponential growth
with respect to y in €2, then we have the analytic continuation of the formal Borel
transform of v with exponential growth in y € Q2. Hence we have the summability of
v.
We will prove the solvability of (5.2) when z is in some open set and y € Q. We
introduce the function space similar to H(f2) in (4.1). Let D be the open connected
set in some neighborhood of the origin of C". Then we define

(5.3)
H(D, Q) = {f € H(D,Q) | 3K, sup|f(z,y)| < Ke V(1 + |y|)7*,Vy € Q} :
zeD

where H(D, ) is the holomorphic function in (z,y) € D x Q. The space H(D, Q) is
a Banach space with the norm || f|| = inf K where K is given in (5.3).
We consider the system of equations

ow
(5.4 Lo (V)0 20 =
Y
where g € H(D, ) is a given vector function. First, assume that (V,f)(z,0) is a
diagonal matrix and let (V,f);(x,0) be the j-th diagonal component of (V,f)(z,0).
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We use the method of characteristics in order to solve (5.4). Namely, we consider

d¢ dxy, dy
_— = = — 5 k:1,2,...’n_1.
¢ ATk (Vuf)j(x,0)

By integration we have

(5.5)

(56) xkzckc)\k (k:1727 7n_1)7 y:yo_q)(Cab%

where ¢;’s and gy are some constants, and ®((,b) = (®1(¢,b),...,P,((, b)) with
¢ (2.0

(5.7) @j(g,b):/ Msf(x’)ds, j=1,... .n,
b

where z = (z1,...,2,), 2 = 5™ (k = 1,2,...,n — 1) and b € C. Note that
the relations (5.6) give the (multi-valued) change of variables between (zy, (,y) and
(ckr €, 0)-

Let vo(z) and X be given by (3.3) and (3.6), respectively. We fix j, 1 < j <n
and write ®(¢,b) = ®;((,b). The line starting from some point in 3, such that
Im ®(¢, b) = Im ®((p, b) on the curve is denoted by ¢ ¢,. Let b be in some neighbor-
hood of the origin of C. Then the solution of (5.4) such that w(¢) — 0 as ¢ — 0 is
given by

(58) w = Pog = / g(s/\lcla e 78)\n_lcn717 S:Yo — CI)<87 b))dS,
Y¢,¢o

where the integral for the j-th component g = g; is taken along the curve 7, ¢, defined
in the above for ®(-,b) = ®;(-,b) which emanates from the origin and passes ¢ and
(o in this order. Here we change the variables in (5.8) via (5.6) after integration. In
order to verify that the integrand is well defined we first show that

s

(5.9) P(s,b) = p,log (6) +o(s,b) when s,b — 0.

Indeed we know that (V,f);(z,0) = pu; + O(|z|) as © — 0. Because Re \; > 0, the
integral [, ¢~ (V,f);(x,0)dt with z;, = ¢x¢* has the limit when s — 0 in some sector.
Hence we have (5.9).

We will show that the integrand in (5.8) is well defined. By (5.6) and (5.7) we
have yo — ®(s,b) =y — ®(s,b) + ®(¢,b) = y + ©(¢, s). By the definition of v, ., we
have that Im®((,s) = 0 if s € v.¢,. On the other hand one can easily show that
Re ®(¢, s) is a monotone function of ¢ on v, ¢,. In view of (5.9) Re ®((, s) tends to
—o0 as ¢ — 0. Hence Re ®((, s) is a monotone increasing function on the curve as
|C| increases. We have Re ®((,s) < 01if s € v.¢,. In view of the assumption on 2 we
have yo — Re ®(s,b) € Q for every y € Q and s € v ¢,.

Next we take a neighborhood U, of the origin such that the formal solution is
holomorphic in Uy. Let ¢, be as in the above. We want to substitute z;, = sy,
into the integrand of (5.8) for s € 7¢ ¢,. In order to show that this is possible uniformly
when ¢ tends to zero along the curve 7y ¢, emanating from the origin we will consider

A
(5.10) log ;, = log ¢ + A, log s = log(cxb™) + M—’fw log <§> .
J
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By virtue of (5.9), p;log(s/b) is close to ®(s,b) and hence Im (y1;log(s/b)) is close
to Im ®(s,b). Because Im ®(s,b) is a constant function of s on every curve ¢ ¢,, we
may consider Im (1, 1og({y/b)) instead of Im (41, 1og(s/b)). It follows that there exists
Ky > 0 depending only on (,/b such that

— Ky < Im(p;log(s/b)) < Ko.

Because Re ®(s,b) is monotone increasing on s along the curve, it is bounded by
Re ®((p,b). By taking the maximum on |(y| = const there exists K; independent of
|Co| = const such that Re (A;log(s/b)) < K for all s € v, ¢,. On the other hand, by
(2.9) we see that there exists g > 0 such that (A;/p;)p,log (s/b) is contained in the
set {z;|argz — 7| < 7w/2 —¢e} for all s € ¢, except for a bounded set.

Because Re (log(cib™)) tends to —oo when b tends to zero, we choose b sufficiently
small, then choose (y so that |(y|/|b| so small. We see that the right-hand side of (5.10)
stays in the left-half plane such that the real part is arbitrarily small. Therefore we see
that z;, lies in a sufficiently small neighborhood of the origin for s € v, ¢, uniformly
when ¢ moves to 0 along v, This proves that the substitution z; = s*¢; for
5 € Y., into the integrand of (5.8) is well defined uniformly when ¢ — 0 and (,. The
integrability in (5.8) is clear for every given b because the integrand is continuous and
the integral is taken on a compact smooth curve.

We estimate w and its derivative w, of (5.8) for g € H(D, ). In the following we
assume that there exists an ey > 0 such that |C|/|(o] > €. We now estimate w in (5.8).
We recall that ®(s, b) is asymptotically equals to p;log(s/b) as s — 0. Therefore one
may assume that the integral is taken along the curve Im yu;log(s/b) = ¢ for some c.
Set u; = a+ 16 (o > 0) and log(s/b) = = + ty. Then one can see that the curve
Im 41;1log(s/b) = ¢ can be written in Sz + ay = ¢, and the integration is taken for
some x; > x > xp, where xy corresponds to (. In view of the relation s = be*t% we
have ds = be™™¥(dx + idy) = be® (1 — (Bi/a)dr. Because there appears a positive
power of s in the integrand of (5.8) in view of the above argument, a positive power
of e* appears from the integrand.

We next estimate the growth of yo — ®(s,b). In terms of (5.6) we have

(5.11) exp (—cRe (yo — ®(s,b))) = exp(—cRe(y+ P(¢,b) — P(s,b)))
= exp(—cRe(y+ P((,s))).

Because Re ®((, s) is decreasing in ¢ as  tends to zero along vy ¢, we have Re ®((, s) <

0. Hence we need to estimate e—*R€®Cs) We have that (¢, s) is asymptotically
equal to p;log(C/s). Set log(¢/s) = x + iy and p; = a +if with @ > 0. Then
we have Re (p;log(¢/s)) = ax — By. On the other hand, by definition we have
fBx + ay = c for some c. Hence ax — By = (a + f*a Yz — cBa~!. Noting that
z = log([C|/Is]) > log(ICl/Io]) > log co, we have

exp(—clax — By)) = exp(—(a+ fa er —Fpa™r)
< exp ((a+ B%a Yclogey ' — ?Ba") =: K.
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This proves
(5.12) exp (—cRe (yo — ®(s,0))) < Kpexp (—cRevy).

We estimate |yg — @(s,b)| = |y + ®((, s)| from the below. Because Im ®(¢,s) =0
and Re ®(¢, s) < 0 on the curve, there exists C; > 0 independent of ¢ and s such that

(5.13) (1+ Jyo — @(5,0)]) 2 < Cr(1+ |y|) =2 for all y € Q.
Therefore we get, from (5.12) and (5.13) that

514)  ull < s {1+ ) exp cRey) [ o) =5 ST 2D )

< Calg| [ 1ds] < Callgll

for some Cy > 0 and C3 > 0.
We shall show

(5.15) lwy [l < Cullg]|

for some Cy > 0 independent of g. Noting that yo— ®(s,b) = y+ ®((, s) we make the
change of variable 0 = y+®((, s) in (5.8) from s to . We have do = V“f) Lds. Note
that the right-hand side is independent of y. We have o = y for s = ¢ and c=y+C
for s = (p, where () = (¢, (o). Clearly, s € ¢, ¢ is expressed as 0 € y + 7§ ¢, where
Ve 1s the straight line connecting 0 and (. Then (5.8) is written in

A1 A1 . do
(5.16) w = /%EJ c g(s™Mey, e 8™ ey, S U)ﬁscb(s, O’
where 0 —y = ®((, s) ~ p;10g(¢/s) and s is independent of y. Hence we have
(517 w, = —g(@en G e Gy o) g
95P(Co, €)
1

A1 An—1 .
+ g(g (1, ;g Cn—17C7y)asq)(C7C)'
Using (5.17) we have (5.15) by the same argument as |Jw|| since 9,®((p,¢)~" and
0;®(¢, ¢)~! are bounded.

We consider the case where (V, f)(z,0) is not a diagonal matrix. We write
(V)(x,0)=A+ (V[f)(z,0) — A with A= (Vf)(0,0). Choose @y such that QoAQy
is a Jordan canonical form. By considering new unknown quantity ()ow one may
assume that A is the Jordan canonical form. If (Vf)(z,0) — A is upper (resp. lower)
triangular matrix, then one can solve (5.4) inductively in case there is a nilpotent part.
In fact, we have the same estimate for w and w,. Hence one can extend the definition
of Py in the Jordan case. On the other hand, if (Vf)(x,0) — A is not a triangular
matrix, then we take the lower triangular matrix R(x) so that (Vf)(z,0) — A — R(z)
is the upper triangular matrix. Because R(z) = O(]z|) as x — 0, one can estimate
|R(x)w,|| < Ksellw,|| for some K3 > 0 independent of € > 0, where ¢ can be taken
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arbitrarily small if we take the neighborhood of the origin sufficiently small. In this
case we subtract the term corresponding to R(x) in the iteration step.
We will solve (5.2) in H(D, Q). First we note
ot ot ot
(5.18) Vi, vo)a—"; = Vf(z, 0)8—;‘ + (VS (2, v0) — V f(z, O))a_Z'

We note ||V f(z,v0) = Vf(z,0)|| = O([Jvol|) when ||vg]| — 0. We also note that small

perturbation terms appear from R(x)g—z when we define F4. Note that these terms

are also estimated by Kyel|w,||, where ¢ is small and K} is some constant.
We define the approximate sequence 4y (k= 0,1,2,...) by 4o = 0 and

(519) ﬂl = —PO,CUO

X 0, . d .
(520) Uy = PO |,6)Z>2 Tﬁ(l', Uo)a—y(ul>f — P()E’UO =+ P()R(l')a—yul
ou
+ B(VH(xv) = Vi, 0) 7
(521) /&/k+1 = P(] Z Tﬁ(l‘ Uo)g(ﬁk)ﬁ - P()E’Uo + P()R(.’L')gﬁk
181>2 0 * %
ou
+ P(V(,v0) = V(,0) 5 5
where £k =1,2,...

In order to show that the sequence is well defined we make an apriori estimate.
Given € > 0. We can take a sufficiently small domain D such that ||Lv|| < e. By
(5.14) we have

(5.22) ||| < || PoLvoll < CllLvgl| < Ce.

Similarly by using (5.15) we have ||(u4),|| < Ce.

Next we will estimate ||@s|| and [|(ds),||. Because the argument is similar we con-
sider ||ag]|. Because vo(z) = O(|z|), there exist K5 > 0 and Kg > 0 such that for
every € > 0 we have |rg|o = sup,ep |rs(z, vo(x))] < 5K5K(|f‘ for all || > 2 if D is
sufficiently small. By (5.20), (5.22), (4.4) and the elementary property of convolution
we have

(5.23) lasll < CllLwoll +C )
1B1=2

< Ce+ CZ 75]00(C) Pl 4 2027 K,
B

0
Tﬁa—y(Tll)ﬁH —+ 20282K4

< Ce |14 CeKj; Z Kémnw(Ca)lm_l + 207 K.

18]>2
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If we take CeKgn < 1, then there exists K; > 0 such that the right-hand side of
(5.23) can be estimated by Ce(1 + 2Ce Ky + C*nKsKZKe?). Hence, if we take € so
that C?*nK5;KZ2Kze < 1, then we have ||iy|| < CeKy for some Ky > 0 independent of
e. Similarly we have [[(t2),|| < CeKy.

We continue to estimate ||i3]| and ||(3),||. Clearly, we see that the same argument
works if we replace Kg with some Kg. By induction we have the apriori estimate

(5.24) linll < CeKo, ||(in)y]| < CeKo, k=0,1,2,...

We will show the convergence of 4. Let [ > m and write 4;— 1, = Zi._:lm(ﬂjﬂ—ﬂj).

Hence we estimate
N . o ,, . .
(5.25) Ujr1 — Uy = Fy Z Tﬂa—y (@) = (4;-1))
|81>2

— POR(x)%(ﬂj — ;1) + Po(Vf(2,v0) — Vf(z, 0))8%(% — Uj-1),

n

0 X X I
= Ry T35, (Z(uj,u — 1) * Ry (1, uj—l))
5

v=1

- PQR(I’)ag(ﬂj - aj—l) + P()(Vf(l’, UQ) - Vf(ZL‘7 0))£(ﬂj - ﬂj—l))
y dy
where R, (;, ;1) is some polynomial of 4, 1,_1 of degree greater than or equal to
|| —1 > 1 with respect to the convolution product. By (5.24) and Proposition 2
one can easily show that [|d;1 — ;]| < 27Y|(a; — @j-1),] and ||(G41 — @5),] <
27Y|(a; — G;-1),| if € is sufficiently small. Indeed, by (5.15) one can show the latter
one. The former one can be proved directly. These estimates show that ; is a Cauchy
sequence and converges to some u. Hence we have the solution .

Let u be the Laplace transform of u. Then v := vy + u is the Borel sum of the
formal solution with respect to n when x € D. Note that v and @ are analytic with
respect to x in D. We denote u by up and define vp := vy + up. Similarly, writing @
by up we define vp := vy + Up.

Let D’ be a domain such that DN D’ # () and let vp and vp be the corresponding
Borel sum in D and D’ respectively. Because the Borel sum with respect to 7 is
unique for every z, we have that vp = vp on DN D', from which we have an analytic
continuation of vp to D U D’. By choosing the sequence of open sets D we make
an analytic continuation of vp to the set (C\ 0)" N By, where By is some open ball
centered at the origin. By the uniqueness of the Borel sum the analytic continuation
of vp(z,y) with respect to x to the set (C\ 0)" N By, y € Q is single-valued. We also
note that in view of the construction of vp the growth estimate with respect to y of
Op(z,y) is uniform for z € (C\ 0)" N By. Therefore we can define o(z,y) := op(x,y)
onz € (C\0)"N By and y € Q by taking x € D.

The function 0(z,y) may have singularity on z € (C"\ (C\ 0)") N By, y € .
We will prove that the singularity is removable. First consider the singularity with

codimension 1. For simplicity take yo € Q, 24 = (29, ... , ) with 29 # 0 and consider
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the expansion

(5.26) dey)= 3 Galen)@ - )y — o).

v>0,j>0

By what we have proved in the above, the right-hand side is convergent if =’ — x|,
and y — yp are sufficiently small and x; # 0. Moreover, by the boundedness of v(x, y)
when 27 — 0 and the Cauchy’s integral formula we have that 0, ;(x1) is holomorphic
and single-valued and bounded in some neighborhood of the origin except for x; = 0.
Hence its singularity is removable. In the same way one can show that the singularity
of codimension 1 is removable.

Next we consider the singularity of codimension 2. For the sake of simplicity,
consider the one 21 = z, = 0, f = (23,...,2,) with 2§ # 0. By considering
in the same way as in the codimension one case we have the expansion similar to
(5.26) where 2’ — z{, and 0, ;(x1) are replaced by z” — zf and 0, ;(x1, x2), respectively.
Because 0, (1, 3) is holomorphic and single-valued except for x; = xo = 0, we see
that the singularity is removable by Hartogs theorem. As for the singularity of higher
codimension > 3 we can argue in the same way by using Hartogs theorem. We see
that 0(x,y) is holomorphic and single-valued on x € C" N By, y € Q.

The exponential growth of o(z,y) when y — oo in y € Q for x € C" N By can be
proved by putting some ¢, to be equal to zero when constructing vp(z,y). Indeed,
we have already proved the fact in the above argument. Hence we have proved the
solvability of (5.2), and the summability of the our solution as desired. Next we make
the same argument for every j-th equation of the system, 1 < 7 < n. If we choose
a neighborhood of z = 0 sufficiently small, then we have the summability of every
component of the formal solution.

We will prove the summability in the direction n € Spe. By multiplying the
equation (2.2) with e~ we see that 7!, A, p; are replaced by n~le™® = (ne®)~1,
A and e~ respectively. Noting that the conditions (2.9) are satisfied for 0 < 8 <
7/2 — 0y, the summability holds for = €% with 0 < 6 < 7/2 — . Hence the
summability holds for 7/2 + 6, < arg n < m. Next, by replacing n and \; by ne="
and \e™ we see that (2.9) are satisfied for 0 < 0 < /2 — ;. It follows that the
summability holds for 7 < arg n < 37w/2 — 6;. Therefore, the summability holds for
/24 0y < arg n < 3w/2 — ;. This proves the latter half in view of the definition of
Borel sum. This completes the proof.

6. SOME REMARKS

In Theorem 1 we proved Borel summability of v(z,n) in some neighborhood of the
origin x = 0. We want to extend Theorem 1 to the case x # 0. Instead of (2.3) we
assume that there exist a € C* and b € CV such that

(6.1) f(a,b) =0,  det(V,f(a,b)) #0.

By the implicit function theorem one can construct vg(z) analytic at © = a such
that vo(a) = b and f(x,v9(x)) = 0 in some neighborhood of a. Let ¥y be given
by (3.6). Note that a € Xg. Let € € C"\ ¥y be the maximal domain containing
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a and not containing the origin on which vy is holomorphic. One can construct
formal solution v(z,n) in (2.4). By virtue of Theorem 2 the formal Borel transform
of v(x,n) converges for x in some domain ' C €; with compact closure. For the sake
of simplicity we assume €2 = Q; in the following. We will study Borel summability
of v(x,n) for x € .

Theorem 3. Assume that f(x,u) is an entire function of x € C* and u € CV such
that Vo f(xz,vo(x)) is a diagonal matriz for every x € Q. Then v(z,n) is 1- Borel
summable in the direction §, § < arg § < 37” with respect to n for any x € §y.

Before starting the proof we remark that the condition (2.9) is not necessary in the
above theorem.

Proof of Theorem 3. Suppose that we have proved Borel summability of v(x,n)
in some neighborhood of every a € ;. Denote its Borel sum at a by v,(x,n). Let
a,a’ € . If there is an open set Dy for which 0,(z,n) and v, (x,n) are defined for
x € Dy, then we have 0,(x,n) = 0y (z,n) for x € Dy by the uniqueness of the Borel
sum. Hence we can make the analytic continuation of v,(z,n). This proves that the
Borel sum 9,(z,n) is independent of the choice of a € ;. Hence we write v(z,7n)
instead of 0,(x,n). We will prove the Borel summability at every point a € ;.

We follow the argument in the proof of Theorem 1. Because we do not assume
(2.9) it is necessary that P in (5.8) is well defined. Consider (5.6) in the formula
(5.8). By assumption there exists k such that a; # 0. Without loss of generality we
may assume k = n. Hence, in the transformation (5.6) ¢ is close to a, # 0. If we
fix the branch, then the relations (5.6) give one to one correspondence between the
neighborhood D of a,, in the ( space and some open set in the z; space. Hence we
see that if ¢ € D varies and ¢;’s in (5.6) are chosen appropriately, then z moves in
some open set in a neighborhood of a. Hence the substitution in the x variable in
(5.8) is well defined.

Next we consider the substitution of y variable, (5.6) in (5.8). We note that the
integrand in ®(s,-) is a regular function because a,, # 0. We will show that either
Re ®(¢, () < 0 or Re®((p,¢) < 0 holds along the curve v ¢,. Indeed, set [“(u +
iv)dt = ®(s,-) and dt = dx +idy. By the definition of v, ¢, we have Im ((u+iv)(dx +
idy)) = 0. It follows that udz + vdy = 0. On the other hand we have

(6.2) Re ((u+iv)(dx + idy)) = udr — vdy = 2udzx.

Because a & Xy, one sees that the curves {u = 0} and 7., are transversal because
f; = uw+ iv does not vanish. Hence, by taking (, in {u < 0} and ¢ in {u > 0}
sufficiently close to {u = 0}, we have Re ®((,(y) < 0. Because V,f(z,vy(z)) is a
diagonal matrix for every z € €y one can define F.

If we define Py, then we can solve (5.2) by the same argument as in the case of the
origin z = 0 if we assume that ||L(vg — b)|| and/or ||vg — 0| is sufficiently small. The
condition is clearly satisfied if x is in some neighborhood of a. Note that the smallness
of the coefficients does not hold in the present case, while the apriori estimate and
the convergence can be proved by the smallness. Finally, in case some a; = 0, then
we need to remove the singularity at x; = 0 in order to show the analyticity of the
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Borel sum at xp = 0. This can be done in the same way as in the proof of Theorem
1. This ends the proof of Theorem 3.
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